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Uncovering the socioeconomic 
facets of human mobility
Hugo Barbosa1, Surendra Hazarie2, Brian Dickinson3, Aleix Bassolas4, Adam Frank2, 
Henry Kautz3, Adam Sadilek5, José J. Ramasco6 & Gourab Ghoshal2,3*

Given the rapid recent trend of urbanization, a better understanding of how urban infrastructure 
mediates socioeconomic interactions and economic systems is of vital importance. While the 
accessibility of location-enabled devices as well as large-scale datasets of human activities, has 
fueled significant advances in our understanding, there is little agreement on the linkage between 
socioeconomic status and its influence on movement patterns, in particular, the role of inequality. 
Here, we analyze a heavily aggregated and anonymized summary of global mobility and investigate 
the relationships between socioeconomic status and mobility across a hundred cities in the US 
and Brazil. We uncover two types of relationships, finding either a clear connection or little-to-no 
interdependencies. The former tend to be characterized by low levels of public transportation usage, 
inequitable access to basic amenities and services, and segregated clusters of communities in terms 
of income, with the latter class showing the opposite trends. Our findings provide useful lessons 
in designing urban habitats that serve the larger interests of all inhabitants irrespective of their 
economic status.

The recent trend of rapid global urbanization1 poses major economic, social and structural challenges to cities2, 
accentuated by the environmental, and population impacts of climate change3, 4. Added to this, rising economic 
inequality jeopardizes the health and livelihoods of many urban residents. Indeed, the percentage of Americans 
living in middle-income neighborhoods has decreased from 65 to 42% in the last 40 years, while the inhabitants 
of neighborhoods at the lower and higher ends of the income spectrum have grown5. Much of the urban growth 
has been driven by the less wealthy who have progressively moved from the rural areas to cities6. While the rise 
in economic inequality is a global phenomenon, different patterns are observed between countries and cultures. 
For instance, while low-income households are typically located in the outskirts in Paris, they live downtown 
in Detroit7. Such patterns of economic segregation and inequalities are connected as well to racial segregation, 
urban decay8 and gentrification9. In fact, over the course of history, many policies and resulting infrastructure 
changes were put in place in ways that hurt minority communities and already vulnerable portions of cities. This 
has been thoroughly documented in10 for the case of New York and similar instances have been occurring around 
the world. Understanding the factors behind this and developing public policy to alleviate these trends is therefore 
crucial to enhance social mobility and economic progress, as well as positively impact the health of citizens11–14.

To understand the unique sociodemographic and economic context of a city, one needs to take into account 
a number of factors. For instance, some cities in developing countries concentrate industry in city centers, 
leading to unfavorable urban conditions such as pollution15. These cities follow a distinct pattern of urbaniza-
tion, transitioning from strong industrial centers to a decentralized manufacturing pattern16. Additionally, the 
layout of a city’s natural resources and amenities can bias a population to concentrate in locations other than the 
expected city center,  although urban layout is by no means static. Development induces change in residential 
patterns change, even more so, during periods of gentrification, causing shifts in the income profile of neigh-
borhoods over time9, 17. Varying welfare policies and housing market conditions affects cities differently across 
locations; the decline of neighborhoods into poorly maintained areas is more strongly felt in American cites 
than European ones8.

Residential inequality is only a partial view of the whole picture, given that cities are a product of several 
interconnected systems. City infrastructure and dynamics are significantly connected to their underlying social 
systems, in particular influencing development and productivity indicators18–22. Underlying these intra-city 
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mechanics are the people, and their mobility patterns23. Indeed, the increasing accessibility of location-enabled 
devices and large-scale datasets of human activities, such as credit-card purchases, taxi rides and mobile phone 
usage are fueling significant advances in our understanding of human mobility behavior24–32. Yet, the connec-
tion of these observed mobility patterns with socioeconomic status is surprisingly unclear and in many cases 
contradictory.

For instance, while mobility patterns across different socioeconomic classes exhibit very similar characteristics 
in Boston and Singapore33, a similar study in Louisville, KY, revealed that low-income residents tended to travel 
further on average than those in affluent ones34. On the other hand, analysis of cell phone data from an emerging 
Latin American economy revealed that wealthier citizens traveled to more locations and longer distances35. An 
analysis of mobility in Bogotá, Colombia found the most mobile population to be the upper-middle class instead 
of the wealthiest36. Employment status played a role in movement patterns in both Riyadh and Spain, where the 
unemployed tended to travel less and spend more time at home37, 38. Two studies in French municipalities found 
a connection between the diversity of location visits with income, but no connection to the distance traveled39, 40.

The variance in the results, indicate that the observed diversity in trends are the result of a complex interplay 
between urban infrastructure and socioeconomic processes. However, these were conducted in a relatively small 
set of cities, with different underlying datasets and methodologies. Greater clarity and insight may be uncovered 
by conducting the studies at scale, globally, and with a uniform methodology. To that effect, here, we explore the 
multiple facets connecting human travel behavior in a city to its socioeconomic landscape, through a country-
wide analysis encompassing one hundred cities in the United States and Brazil. The two countries were selected 
due to their similarity in total population and the number of large cities, with one being a developed economy, 
while the other an emerging economy with markedly different socioeconomic characteristics. We find differences 
within and between the two countries, with two distinct classes of cities; one where there is a strong connection 
between the socioeconomic status of the residents and their movement patterns, and another class where there 
appears little-to-no connection. The latter class of cities are characterized by wider use of public transportation, 
equitable access to amenities and services as well as greater mixing among neighborhoods in terms of income 
profiles. The former class of cities show the opposite trends. We conclude with a discussion of the implications 
of our findings, including possible policy directions as it relates to urban planning.

Data description
Mobility data.  The Google Aggregated Mobility Research Dataset contains anonymized mobility flows 
aggregated over 300 million users who have turned on the Location History setting, which is off by default. This 
is similar to the data used to show how busy certain types of places are in Google Maps, helping identify, for 
instance, when a local business tends to be the most crowded. The dataset aggregates flows of people between 
regions, specifically ZIP Code Tabulation Areas (ZCTAs) for the United States, and the comparable census 
Weighting Area (WA) for Brazil, both of which we generically refer to as sub-areas (SAs).

To produce this dataset, machine learning is applied to logs data to automatically segment it into semantic 
trips4. To provide strong privacy guarantees, all trips were anonymized and aggregated using a differentially 
private mechanism to aggregate the flows41. This research is done on the resulting heavily aggregated and differ-
entially private data. No individual user data was ever manually inspected, only heavily aggregated flows of large 
populations were handled. As a result, the data is represented as a flow matrix T whose elements Tij correspond 
to annualized out-flows from location i to j for the year 2016. For the purposes of our analysis we consider the 
50 largest cities in the United States and analogously in Brazil ranked according to their population. In Fig. 1, 

Figure 1.   Visualization of mobility data. Flows at the country level for the US (left-panel), with New York 
City shown in the inset. Flows at the country level for Brazil (right-panel), with Rio shown in the inset. (Map 
generated using the Shapely (https://​pypi.​org/​proje​ct/​Shape​ly/) and GeoPandas (https://​geopa​ndas.​org/) 
packages in Python).

https://pypi.org/project/Shapely/
https://geopandas.org/
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we show the resulting mobility network for the United States and Brazil, with New York and Rio shown as inset. 
The nodes correspond to cities, and the edges are weighted normalized flows between the various locations. The 
full list of cities along with their populations are shown in Supplementary Tables S1 and S2.

Socioeconomic indicators.  To represent socioeconomic status we collected data from the most recent 
2016 5-year American Community Survey (ACS) for the United States42, and analogously the 2010 decennial 
census for Brazil43. Among the metrics collected were age, race, level of education, population, median income, 
sex composition, among others. A representative sample of the data, aggregated at the level of ZCTA’s is shown 
for Rochester, NY in Supplementary Table S3, and at the level of WA’s for Campinas in Supplementary Table S4. 
The choice of resolution is driven by the fact that census-defined units are controlled for population.

In Supplementary Figs. S1 and S2, we show correlation matrices displaying the Spearman rank correlation 
between a selection of indicators for both countries, finding that household median income has the strongest 
correlation with a number of other measures. Given that income is an indicator that is queried in most soci-
odemographic surveys throughout the globe and is the most direct way to estimate the economic capacities of 
different groups to afford mobility costs, it serves as a parsimonious measure. Consequently, without loss of gen-
erality and for the purposes of simplicity, in what follows, we use household median income as a low-dimensional 
proxy for socioeconomic status. We make use of two different income metrics. The first, IDq , refers to the median 
income quintile of a given SA. When using this metric we define high and low income sub-areas as the top and 
bottom median income quintiles within their city. This metric is useful for simply categorizing the income of 
different sub-areas in a city. Our second metric, IDf  , is based on separate census-defined income breaks. In this 
case income is represented as a probability vector of the percentage of residents within each nationally defined 
income bracket and allows for more fine-grained analysis of income distribution. For more details on the metrics 
see Supplementary Section S1.

Amenities.  Mobility patterns of urban residents are not only influenced by considerations of cost or income 
constraints, but also by the number and diversity of amenities and services accessible to them. To collect this 
information, we query the OpenStreetMap (OSM) database44, that contains geo-referenced information for a 
broad array of urban amenities, including schools, banks, libraries, groceries and universities, to name a few. 
The OSM data contains 691 different types of urban facilities belonging to eight main classes: healthcare (e.g., 
hospital and pharmacy), sustenance (e.g., restaurant and cafe), financial (e.g., bank and ATM), education (e.g., 
library and university), art-culture (e.g., arts center and theater), entertainment (e.g., cinema and nightclub), 
transportation (bicycle parking and bus station) and others (e.g., police station and post office).

For the purposes of our analysis, we consider basic amenities related to food, healthcare, education and 
finance. A representative list of such amenities is shown for four different cities in the United States in Supple-
mentary Table S5. To calculate the distance between a particular zip code and an amenity we use the geodesic 
distance between the centroid of the zip code and the coordinates of the amenity, represented by its latitude 
and longitude. This metric is an estimation of the characteristic distance the average individual in the zip code 
will need to travel to reach the amenity. It ignores population distribution within the zip code, as well as travel 
restrictions such as buildings and terrain to simplify computation. Despite these limitations, this distance is 
sufficient for our purposes.

Results
Mobility metrics.  We characterize the mobility patterns of an area based on two representative quantities. 
The first metric is the average travel distance, or weighted average out-flow length, which is intended to capture 
the mobility-related costs that are directly proportional to travel distances. For each location i it can be computed 
as

where Tij is the number of trips going from an area i to a different area j and dij is the geodesic distance between 
the centroid of the two areas. The second metric we consider is the total flow per capita originating from loca-
tion i, computed as

where Pi is the population of location i. The city-level values are then computed by summing over all locations i 
within the city. The measure serves as a proxy for trip frequency which is a useful complement to trip distance, 
as it represents an activity rate. Activity patterns, which are connected to employment status38, combined with 
average distance traveled, indicate the distance and frequency of travel for residents in a given location. These 
factors are potentially influenced by the socioeconomic resources of the residents as well as their proximity to 
opportunities, and enables targeted ways of understanding the influence of city infrastructure and services on 
its residents.

We begin with a country-wide analysis of the mobility patterns of the lower and upper 20% of SA’s by median 
income. The choice of income range enables a first look at the trends for residents at the opposite end of the 
socioeconomic spectrum, that is those with the most and least potential constraints on their traveling behavior. 
In Fig. 2A,B, we plot the probability density functions for Mdist

i  and Mfreq
I  in the United States and in Fig. 2C,D 
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for Brazil. In the US, we find that poor residents generally travel shorter distances but more often than the rich. 
Conversely, in Brazil, we see that mobility is dominated by the wealthier individuals, who travel more frequently 
and for longer distances, with the magnitude of separation in the mobility metrics between the different income 
groups being more pronounced in Brazil. However, for both countries, there is considerable width and overlap to 
the distributions, suggestive of a diversity in trends for individual cities. To check whether these observed features 
are due to biases in the data coverage based on income, in Fig. S3, we plot the mobility outflow as a function of 
the population for both income brackets in the two countries. We find a strong monotonic dependence, indicat-
ing that the flow provides equal representation of population irrespective of income. Indeed this is reflective of 
the fact that both over 90% of households in the United States and Brazil own mobile phones and both countries 
rank among the top five in terms of smartphone usage (https://​www.​pewre​search.​org/​global/​2016/​02/​22/​smart​
phone-​owner​ship-​and-​inter​net-​usage-​conti​nues-​to-​climb-​in-​emerg​ing-​econo​mies/).

Socio‑mobility correlations.  Given the observed country-level signal between the mobility metrics at 
the opposite ends of the income scale, we next conduct a more granular analysis across all census-determined 
income breaks IDf  , and at the level of individual cities. Given an income distribution of n income intervals, we 
construct for each urban area, n income distribution vectors I  of m positions each Ij1...n = [f1, f2, . . . , fm] , where 
m denotes the number of SAs in that city. Here, fm is the probability that an individual within the income interval 
n lives in SA m. We compute the Spearman rank correlation coefficient between each Ij and the vectors for Mfreq 
and Mdist for all m. For the results reported here, n = 8 for the United States and n = 9 for Brazil as determined 
by the respective censuses.

In Fig. 3, we plot these correlations for both mobility metrics for all hundred cities. In the United States, 
we see two distinct correlation patterns for both mobility variables: cities with strong correlations (depicted as 
darker colors) or cities with weak correlations (lighter colors) across income brackets. For the lower-income 
brackets in cities like San Antonio and Sacramento there is a marked negative correlation with Mdist (Fig. 3A) and 
a positive correlation with Mfreq (Fig. 3B), indicating that low income populations in those cities tend to travel 
over shorter distances but more frequently. Surprisingly, for these same cities, when we look at the high-income 
regions of the plot, we see an opposite relationship, with trips being longer (positive correlation with Mdist ) and 
less frequent (negative correlation with Mfreq ), a pattern that is observed in many other cities. Conversely, the 
other remaining cities display little-to-no socio-mobility correlations. For example, in New York, Seattle, Chicago 
and Washington DC, the correlations are quite weak throughout the entire income range, indicating that income 
has little influence on how far or how frequently people travel.
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Figure 2.   Distribution of mobility metrics. Equations (1) and (2) for the upper and lower 20% residents in 
terms of income. (A) In the United States, flows originating from low-income areas (red) tend to be of slightly 
shorter length compared to the ones from the high-income regions (blue). (B) The opposite trend exists for 
travel frequency suggesting that wealthier residents travel less as compared to their poorer counterparts. 
(C) Like in the United States, in Brazil, trips originating from low-income areas are significantly shorter 
in comparison with those from high-income zones. However, the discrepancy is more accentuated than in 
American cities. (D) Unlike the United States, the frequency of trips is also much higher for wealthier residents 
in Brazil.

https://www.pewresearch.org/global/2016/02/22/smartphone-ownership-and-internet-usage-continues-to-climb-in-emerging-economies/
https://www.pewresearch.org/global/2016/02/22/smartphone-ownership-and-internet-usage-continues-to-climb-in-emerging-economies/
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The Brazilian cities, on the other hand display markedly distinct trends. While there are a few cities with 
relatively little correlations such as Caxias do Sul, Campinas and Blumenau, the majority of cities display high 
positive correlations across metrics and income ranges, with the strongest signal being in the middle-income 
range (Fig. 3C,D). Whereas in the US, we see a mix of positive and negative correlations, in Brazil the correla-
tions are by and large positive, except for the lowest income bracket being anti-correlated with travel frequency 
in a number of cities. The trends indicate a distinct mobility advantage for those higher up in the income scale 
both in terms of travel distance and frequency.

City clusters.  The results from Fig. 3 suggest a multiplicity of patterns in terms of the connection between 
mobility and income in both countries. In order to check if cities can be classified into distinct groups according 
to these trends, we implement a clustering method to partition the cities according to their socio-mobility cor-
relation patterns. Using the Manhattan distance between the pairs of correlation values in each city, we perform 
a divisive hierarchical clustering45, finding a clear partition of the cities in the United States into two different 
groups, color-coded in teal and orange as shown in Fig. 4A. Some interesting trends are immediately apparent. 
The largest seven cities ( ≥ 5M inhabitants) are all in the orange cluster. On the other hand, the remaining cities 
are evenly distributed across both clusters, suggesting that population size is not a key factor in the observed 
partitioning (see Supplementary Section S4 for details on the clustering).

In Fig. 4B, we plot the correlations across the 8 income breaks, separately for each cluster. A clear distinc-
tion emerges, whereby the teal cluster exhibits both stronger positive and stronger negative correlations, with 
lower income brackets traveling shorter distances but more often than the wealthy. This is in stark contrast to 
the orange cluster, where income and mobility variables exhibit relatively flat correlations across all the income 
breaks. These cluster assignments, quantitatively confirm the trends seen in Fig. 3A, and suggests the existence 
of two different classes of cities in the United States; those where travel patterns are determined by income, and 
those which are broadly independent of socioeconomic characteristics.

We next investigate the factors behind this difference in correlations. A way to mitigate the disadvantages 
due to income is having efficient and cheap public transportation systems. In Fig. 4C, we plot the percentage of 
individuals that use public transit in either cluster (extracted from the census), finding that a larger fraction of 
residents in the orange cluster use mass transit methods compare to those residing in the teal one. We note from 
a previous analysis4, that those cities that are in the orange cluster tend to be more hierarchical and centralized in 
terms of mobility-flows as compared to those in the teal cluster that are sprawled and decentralized. Hierarchical 
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cities have higher levels of infrastructure for public transit, and the observed higher usage of public transit is not 
just a behavioral feature but also reflects wider availability.

As mentioned earlier, another feature that might influence mobility patterns is the availability of amenities 
and services. Correspondingly, we check the typical distance residents of a particular location have to travel 
before they come across a number of basic amenities (food, healthcare, education and finance). For ease of 
display, instead of using all eight income breaks, we split the income groups into five categories (low, mid-low, 
mid, mid-high, high) and plot the fraction of amenities accessible up to 10km from the resident location (see 
Supplementary Section S1 for details on the income-breaks). Using this data we analyze the distances different 
income groups, IDq , would have to travel, in order to reach a certain percentage of basic amenities and plot our 
results in Fig. 4D. In the orange cluster, the accessibility of amenities is relatively stable across income groups, 
indicating that that in cities where low and high income groups move in similar ways, they tend to be at similar 
distances from basic amenities. This is either due to a more equitable distribution of resources, or the fact that 
both the wealthy and the less-so, tend to live in roughly the same areas. In contrast, within the teal cluster, we 
see an interesting trend, whereby, the distance traveled to reach the same fraction of amenities increases with 
income. In other words, the less wealthy live closer to basic amenities (at least in quantity, if not quality, a feature 
we investigate later), as compared to those with higher income. This is likely a reflection of the differences in 
urban organization between the orange and teal clusters, where in the latter, more sprawled configuration, lower 
income groups live in the inner-city (where a number of amenities are in close proximity), with the wealthier 
residents living in suburbs.

In order to check whether our results are broadly stable across multiple datasets of human mobility, we next 
conduct a similar analysis on publicly available commuting data from the United States census bureau’s LODES 
database46. Unlike the aggregate location history signals, this captures primarily work-home commuting trips. 
Nevertheless the aggregate mobility flows are strongly correlated with the LODES data up to around 103 com-
muters as seen in Fig. S5. Beyond this limit, the datasets diverge significantly indicating that the mobility data 

Figure 4.   Clustering analyses of cities in United States. (A) Dendogram obtained from a divisive hierarchical 
clustering method to partition cities into two different groups color-coded in teal and orange. (B) Spearman 
correlation between eight income breaks ( IDf  ), and the average flow distance and out-strength per capita. (C) 
Fraction of the population using mass transit for each of the clusters. (D) Fraction of basic amenities accessible 
as a function of distance for 5 income breaks ( IDq ) for each of the clusters.
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contains more information on non-commuting flows. With respect to the trends seen in Fig. 2, the commuting 
data is in qualitative agreement in terms of the average distance traveled, but differs in terms of the trip-frequency 
(Fig. S6). Here, there is little difference between the income groups in terms of how often they travel. The key 
reason here is the way that work-home commutes are calculated from the LODES database. Irrespective of how 
many times an individual commutes to work over the year, it is counted as a single instance of the flow. Thus 
apart from not capturing non-commuting flows, the LODES data is limited in terms of accurately reflecting the 
true number of trips made between locations.

With this in mind, we reproduce the clustering analysis conducted in Fig. 4 for the commuting data and plot 
the results in Fig. S7. The resulting clusters are shown in Fig. S7A and a comparison to the divisions in Fig. 4 
yields a Fowlkes–Mallows index score of 0.847, indicating that the splits are by and large similar. Yet there are 
some notable differences; cities such as Portland, Seattle and Kansas City that were originally in the orange cluster 
are now found in the teal cluster. On the other hand, some cities in the teal cluster such as Detroit, Milwaukee 
and St. Louis move to the orange cluster. The correlation of the average distance traveled with IDf  , mirrors that 
seen for Fig. 4 although the differences between the two clusters are less pronounced (Fig. S7B). On the other 
hand, the correlations with trip-frequency are markedly different, with the teal cluster now showing a flat trend, 
and the orange cluster showing a small positive trend with income. In terms of public transportation use in each 
cluster (Fig. S7C) the trends are the same, largely due to the fact that the major metropolitan areas with high 
prevalence of public-transit-usage remain in the orange cluster for both datasets. A similar pattern emerges in 
terms of the distance to amenities, split by IDq , with the orange cluster having little-to-no income dependence on 
amenity accessibility, whereas in the green cluster the higher income groups on average live further away from 
basic amenities (Fig. S7D). Subtle differences exist in terms of the precise fraction of amenities accessed between 
the two datasets. Thus the primary difference between the location and commuting data, is the weaker or lack 
of correlations with mobility metrics in the latter due to the lower resolution in trip-frequency. This results in 
the switching of some cities between the clusters (some rather misleading, as in putting Detroit and NYC in the 
same cluster as we will show later). The qualitative features extracted from both datasets, however, are the same 
attesting to the robustness of the analysis.

Next, we analyze the cities in Brazil (Supplementary Figure S8A), resulting in two clusters of roughly the same 
size, color-coded yellow and blue. Unlike the more mixed patterns in the United States in terms of population size, 
nearly all the Brazilian cities in the blue cluster are the largest metropolitan areas and the capital cities of their 
respective states, with the exception of Lagos and Sao José dos Campos. Among the cities in the yellow cluster, 
the only state capital is Florianópolis. In Supplementary Fig. S8B, we plot the correlation of the mobility metrics 
with IDf  for each of the clusters, finding that the trends are quite different from that found in the United States. 
In both clusters there is an increase in correlation with the metrics as one goes up the the income ladder, with 
the strongest connection being in the middle income range. The correlations are always positive and stronger 
in magnitude than in the United States. In the yellow cluster while the lowest and highest income ranges travel 
similar distances, the wealthier travel much more frequently. In the blue cluster, the wealthy travel much longer 
distances and more frequently than the poor. Indeed, in both clusters the poor have similar movement patterns.

Public transit usage (Supplementary Fig. S8C) is moderately higher in the blue cluster (which also contains 
the largest cities in Brazil), but given the the similar trends seen for the mobility patterns for the lower income 
groups in both clusters, it does not play the same role as an equalizer as seen in the United States. In terms of 
access to the fraction of amenities, Supplementary Fig. S8D indicates that for both clusters, access is skewed to 
the higher income ranges, who have to travel less to access services as compared to the poor. The main difference 
between the two clusters is that residents in the blue group, have an even higher advantage for the wealthy as 
compared to the yellow cluster. Indeed, the Brazilian cities are similar to those in the teal cluster in the United 
States, the difference being that correlations with income are more pronounced, and the wealthy have an advan-
tage in both flavors of mobility metrics.

Diversity of amenities.  In the teal cluster for the United States, we found that the lower income groups 
were more proximate to basic services as compared to those in the higher income range. Note that this is a 
measure only of the number of such basic amenities and provides no information on the quality of such services. 
While defining quality is difficult and can be probably only be extracted from targeted surveys, a reasonable 
proxy is to measure the mix of amenities. Indeed, for instance, lower income residents in inner-cities may have 
access to a number of grocery stores, or corner-shops but may be lacking in financial or health-care services. To 
determine, this we examine the “diversity” of amenities for each each SA in the cities by measuring the entropy 
Ha
l  in each SA l (see Supplementary Section  S6 for details of the calculation). Higher values of the entropy 

indicate a more homogenous distribution of the types of basic amenities, while lower values indicate that the 
distribution is dominated by a sub-type.

In Fig. 5A,B, we plot Ha
l  according to the income buckets IDq at the country-level for the United States and 

Brazil. For the United States, the entropy is relatively flat across income, with a minor disadvantage for the low-
est income bucket. In Brazil, on the other hand, a clear signal emerges, with a monotonically increasing trend 
of the entropy with income, indicating that the wealthy have access to a much wider mix of services as compare 
to the poor. This reinforces the advantage of the wealthy when coupled with the observation of closer access to 
a large fraction of total basic amenities as seen in Supplementary Fig. S8D. Even in the United States, the situ-
ation is more nuanced when we examine cities belonging to different clusters. In Fig. 5C, we plot the trend for 
Detroit, a representative city in the teal cluster, and in Fig. 5E, New York, an exemplar of the orange cluster. In 
Detroit we once again see a monotonic trend of Ha

l  with IDq indicating that while people of lower incomes are 
proximate to amenities in terms of their number, they have a distinct disadvantage with respect to the wealthy in 
terms of diversity of such services. In NY, on the other hand, the trend is flat, indicating that there is no income 
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advantage when either accessing the number or type of amenities in the city. Thus similar to the mobility metrics, 
the primary difference between the the two clusters is the presence or absence of any correlation with income.

For the case of Brazil, Rio de Janeiro a city from the blue cluster also shows a wealth advantage (Fig. 5D) with 
a similar trend to Detroit, with a more pronounced difference between the lowest and highest income groups. 
Campinas (Fig. 5F) from the yellow cluster, shows more noisy trends, although even here there is a marked 
difference in the entropy between the lowest and highest income groups. The primary difference between the 
two clusters is that in one there is a clear monotonic trend, and in the other there is variability in the middle 
income range.

Spatial effects.  Our analysis thus far has neglected any spatial effects, although the observed trends hint 
at differences in how cities are organized in terms of residences and their income distribution. For instance, we 
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Figure 5.   Diversity of urban amenities per median income quintile. Entropy of amenities in each of the sub-
areas as a function of the median income in the United States (A) and Brazil (B). Entropy of amenities in each 
of the sub-areas as a function of the income in Detroit (C), a typical city of the teal cluster in the United States. 
Areas with higher median income tend also to have a higher diversity of amenities, a similar pattern seen for Rio 
de Janeiro (D) a typical city of the blue cluster in Brazil. In New York City, NY (E) (orange cluster), the trends 
are flat, and in Campinas (F) noisy, though higher-income areas on average, have higher amenity diversity.
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speculated that the difference between the orange and teal clusters in the United States are reflective of the differ-
ences in each city-type in how residences and amenities are spatially located. We next investigate whether such 
features indeed exist.

We begin by explicitly measuring the destinations of the upper 20% and lower 20% of SA’s in terms of median 
income. For each SA, we examine the in-flow and trace back to the origin of those flows to the income profile of 
the neighborhoods they originate from. For those regions where the in-flows are predominantly from low income 
areas, we color the region red, and for those where the origins are from high-income areas we color the region 
blue. In areas where there is an overlap of both flavors of flow, the regions are colored purple. In the left panel of 
Fig. 6 we show the results for four American cities, Detroit and Rochester from the teal cluster, and Atlanta and 
Boston from the orange cluster. For the latter cities, while there are regions exclusively visited by either high- or 
low-income groups, there are large areas of overlap particularly in the central parts of the city. Conversely, in 
both Rochester and Detroit, we see a more segregated profile, where there are two distinct regions of high- and 
low-income areas with relatively less overlap as compared to cities in the orange cluster. Additionally, as suspected 
from the results of our clustering analysis, the lower-income group tend to visit the city center, whereas the visits 
by higher-income groups are more concentrated in suburban areas. In the right panel of Fig. 6 we show the case 
for four Brazilian cities, with Brasilia and Campinas from the yellow cluster, and Sao Paolo and Rio de Janeiro 
from the blue cluster. In all four cities, there is a clear separation of regions visited in terms of income, with 
practically no overlap. Furthermore, unlike in the US, visits by the wealthy are overwhelmingly concentrated 
in the central part of the cities, with the poor by and large traversing the periphery. In terms of mixing of the 
income groups, there is little difference between the the two Brazilian clusters.

Where people visit in a city are reflective of the residential patterns. To determine how these are distributed, 
we next compute the spatial autocorrelation or Moran’s I (IM ) of the SAs in each city in terms of the median 
income in that area (see Supplementary Information Section S7 for details of the calculation). The spatial autocor-
relation lies in the range −1 ≤ IM ≤ 1 , and is a measure for the similarity between the incomes of adjacent SAs. 
Its maximum value occurs for a perfectly segregated arrangement where all high- and low-income neighborhoods 
are adjacent only to each other, whereas the lowest values occur for a perfectly uniform distribution of incomes. 
A random arrangement with no spatial correlation yields values close to zero.

In Fig. 7A, we plot the results for the 50 cities in the United States, with each city colored according to the 
cluster it belongs to. As an inset we show the average values 〈IM〉 for each cluster. A very clear trend emerges 
where cities in the teal cluster have markedly higher values of 〈IM〉 than those in the orange cluster, indicating a 
more segregated profile of neighborhoods in terms of income. This serves as a quantitative confirmation for the 
different trends seen in each cluster in terms of their correlation with income and patterns of access to the num-
ber and diversity of amenities. For cities in the orange cluster, neighborhoods are organized in a more random 
fashion than the clustered ones in the teal cluster, and provides a possible explanation for the relatively more 
equitable access to basic services, the higher mixing in visitation patterns, and the general lack of correlations of 
mobility with income indicators. The comparatively more segregated residential patterns provide one possible 
causative mechanism for the trends seen in the teal cluster.

Figure 6.   Socioeconomic in-flow heatmaps for selected cities in the US and Brazil. Colors represent the income 
level of the origin area that produced mobility flow into the plotted destination region. We see that cities such 
as Atlanta and Boston in the US experience considerable overlap between low and high income destinations, 
suggesting that income is not a defining factor in where people are able to live and go. In other cities like 
Detroit and Rochester, we see that the destinations of high and low income residents are relatively partitioned, 
suggesting that the particular land use decisions made in these cities have allowed lower income residents better 
access to amenities by living in the downtown areas. We see consistent separation between high and low income 
destinations in Brazil across all cities, suggesting that amenity access is generally shaped by residential location.
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In Fig. 7B, we show the results for Brazil, once again finding a clear separation between the blue and yellow 
clusters, with the former having a larger value of 〈IM〉 . While the differences in the connection between mobility 
and income is less pronounced between the two clusters, we recall that the blue cluster had higher correlations 
than the yellow one. The fact that cities in the blue cluster are more segregated, provides further evidence for 
residential patterns being a causative mechanism for the observed mobility patterns.

Limitations.  These results should be interpreted in light of important limitations. First, the Google mobil-
ity data is limited to smartphone users who have opted in to Google’s Location History feature. These data may 
not be representative of the population as whole in all parts of the world, and their representativeness may vary 
by location. Importantly, these limited data are only viewed through the lens of differential privacy algorithms, 
specifically designed to protect user anonymity and obscure fine detail. Limitations also apply in terms of the 
data on amenities, given the nature of the source (based on voluntary reporting).

Discussion
Taken together our results shed greater clarity on the connection between socioeconomic features and movement 
patterns as compared to previous studies, given the scale of our investigation. A study of a hundred cities in two 
large countries comparable in size and population but differing in levels of economic development, revealed 
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that cities can be broadly classified into two categories; those where resident’s movements are influenced by 
their income profile (with varying degrees of influence), and those where mobility is largely independent of 
their socioeconomic condition. This classification of course applies in an averaged sense, given the differences 
in cities both between and within the countries.

The two categories find their clearest manifestation in the United States, with a roughly even split between 
the 50 cities, that was uncovered with a clustering approach, with cities in the income-correlated cluster labeled 
teal and those in the weakly-correlated cluster, orange. The wider availability of public transportation in the 
orange cluster appears to be a feature that mitigates the correlation between income and movement, perhaps 
playing the role of an equalizing feature for those in the lower income brackets. Another key aspect is the avail-
ability and diversity of basic services. While lower-income residents in the teal cluster are on average closer to 
basic amenities, this appears to be a function of them living in the city-center, with the higher-income groups 
concentrated in suburbs. When it comes to the diversity of services available, there is a clear advantage to those 
in the higher-income bracket. These cities are also segregated by income, whereby high-income and low-income 
residents tend to be concentrated in specific areas. This is also manifested in the parts of the cities that they visit, 
with relatively little mixing between the income groups. Indeed, given the connection with income and race 
(Figs. S1, S2) this is also a reflection of racial segregation. By contrast, residents in cities belonging to the orange 
cluster have comparatively more equitable access to services in terms of both proximity and quality, and are less 
segregated in terms of both where they live and where they choose to visit.

In Brazil, we also find two categories, however unlike in the United States, movement in both clusters is 
correlated with socioeconomic features, with the difference being one cluster (blue) displays even stronger cor-
relations then the other (yellow). While public transportation usage is comparable across cities, the accessibility 
to services in terms of proximity and quality is strongly skewed towards the highest income brackets in the 
blue cluster, although the income advantage is also found to a lesser extent in the yellow cluster. Additionally 
cities in the blue cluster have a more segregated residential profile than those in the yellow one. Both clusters, 
however display, a sharp divide between rich and poor in terms of which parts of the city is visited, with the 
rich being concentrated in the city-center and the poor primarily moving in the periphery. In some sense, the 
Brazilian cities mirror the teal cluster from the United States, with stronger differences in mobility in terms of 
the socioeconomic characteristics.

To validate our results, we also conducted our analysis on a different dataset; the commuting patterns 
extracted from the United States census. The qualitative results are essentially identical, with some differences 
in the clustering of the cities, stemming from the fact that the census does not accurately capture the frequency 
of travel. This resulted in a few cities changing clusters, but by and large the differences in terms of transporta-
tion usage, accessibility of services and residential segregation were preserved, attesting to the robustness of 
our analysis. A similar analysis could not be conducted for Brazil given that such data is not available in that 
country’s census. This points to another strength of this new approach: its applicability globally by leveraging 
aggregate signals such as mobility that are inexpensive to compute and available in a timely fashion. Methods 
relying on traditional census data do not generalize to many regions where census is unavailable, unreliable, or 
considerably delayed in time.

To the extent that it is undesirable to have cities with residents whose ability to navigate and access resources 
is dependent on their socioeconomic status, public policy measures to mitigate this phenomenon are the need of 
the hour. While it is difficult to disentangle the causal mechanisms behind the observed disparities, investment in 
affordable and robust public transportation may enhance equality of access48, although the extent of its efficacy 
may vary from region to region, given the observed differences between the United States and Brazil. Certainly 
more efforts must be made in terms of improving the quality of services in low-income areas. Given that this 
disparity might arise from the residential patterns seen in both countries, inclusive zoning and incentives to 
foster mixed-income neighborhoods may well be an effective policy49, 50. Indeed, such initiatives have been tried 
in cities such as New York, Boston and Chicago, which all incidentally lie in the orange cluster.

Nevertheless, much remains to be uncovered, in particular whether the reported trends here exist in countries 
in different regions and varying degrees of economic development. Effective strategies and measures will also vary 
from region to region and more tailored studies would be required to identify the contextual causes of different 
socio-mobility profiles. We anticipate many more studies along this direction in the near future.
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