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The increasing concentration of people in cities generates many problems of control in the management of resources and urban space. Urban sprawl, for example, generates serious environmental, social and economic challenges that pertain to congestion, increasing transport costs, and segregated urban environments. Making cities ‘smarter’ has the potential to provide a solution for handling more efficiently new sources of digital information, to gain a better understanding of urban dynamics and human mobility and last but not least, to search for more sustainable living conditions. In this context, the increasing availability of geolocated data generated by the use of information and communication technologies (ICT) provides new tools to analyse activity and mobility patterns in urban environments. In this paper, we present an overview of recent findings in empirical applications of such ‘big data’ to the systematic study of cities and their problems of movement. The paper concludes with a discussion on the potential of this new source of data and on how the coupling of big data analysis and computer modelling can open new horizons for the analysis of urban systems.

According to the World Health Organization (United Nations, 2014), 54 per cent of the global population presently lives in cities. This fraction has notably increased from the 34 per cent observed back in 1960. The growth of population in urban environments puts a heavy strain on resources but also on the capacity of planners and local authorities to improve living standards. Indeed, urban sprawl and the consumption of land that it generates pose many social, environmental and economic problems that in the light of our current usage of fossil fuels, is unsustainable. Urban sprawl contributes to global warming by increasing mobility, it reinforces social segregation, and it imposes enormous costs from the development of new infrastructure (roads, schools, waste collection, and so on). These issues raise many questions concerning the definition of the ‘sustainable city’, which embodies the principles of sustainable development and ecological urbanism.

The advent of new information and communication technologies (ICT) can help us tackle these questions by allowing real-time monitoring of the current situation across different cities, akin to our thinking of the city as a nervous system in a living organism. This new perception is powerful in letting us put together new capabilities to process and analyse information, which highlights the possible interactions and feedback loops between citizens’ actions and locations. This has led to a new focus on mobility through the framework that we now call the Smart Cities movement. The widespread use of geolocated devices has contributed to an even stronger impulse in this direction, since new digital data coming from these devices makes it possible for us to measure the concentration, opinions and demands of a large part of the population in real time. The study of cities has followed a long tradition in urbanism, architecture, economics,
Human Mobility and the City

Every second, an increasing amount of geolocated data is generated by the use of ICT devices and tools such as mobile phones, GPS, public transport cards or credit cards. Therefore, this ICT data reflects the way people ‘interact’ with the city and between each other. Indeed, geolocated data enables the identification of when and where people are using ICT devices, bringing the possibility of partially recovering the spatio-temporal trajectories of individuals within cities. Moreover, beyond geographical positioning, some datasets offer the possibility of gathering information about the user’s demography in terms of their social and economic characteristics and the type and duration of the interaction or the operation using such ICT tools.

In statistical physics, measures such as jump length distribution and radius of gyration have been widely studied in order to better understand human trajectories. For example, Brockmann et al. (2006) and Gonzalez et al. (2008) used website reporting and mobile phone datasets to investigate how people move in their daily life showing that human trajectories exhibit a high degree of temporal and spatial regularity. The characterization of human trajectories is also useful in studying how people interact within the city according to where they live (place of residence) and who they are (i.e. their socio-demographic characteristics). Lotero et al. (2014) show that the socio-economic characteristics of the population have a strong impact on human mobility using the city of Bogotá (Colombia). In particular, these authors observed an opposition of poor and rich with the lowest-income individuals tending to cover a large fraction of the urban area in a sparse way using cheap transportation modes and the highest-income individuals using costly transport modes to cover a small and highly connected fraction of the urban area. In the same way, we found that mobility patterns vary according to gender, age and occupation by analysing credit-card records from Barcelona and Madrid (Lenormand et al., 2015). Women, older people and inactive individuals tended to travel shorter distances and stay closer to their home than men, young individuals and active people as we show in figure 1(a). We can also observe in this figure that people move differently according to the purpose of their travel. Therefore, large datasets of human activity are of the utmost importance to quantify the influence of socio-economic heterogeneity with respect to the way residents perceive their city.

New data sources make it possible not only to characterize who the residents of a city are and how they behave in their day-to-day lives, but also to track the inflows and outflows of visitors, what their activities are and how they interact with and affect the local community. It is thus possible to use this new source of data to study visitors’ duration of stay (Poletto et al., 2012) but also the spatio-temporal distribution of individuals according to their nationality (Bajardi et al., 2015). This new source of information can
help policy-makers to understand and predict tourists’ activity and travel patterns in a more efficient way. The impact of traffic disruptions or major events such as concerts and sports competitions can be measured, and the results of local and state government interventions and policies can be observed in real time so that appropriate additional measures can be planned and executed.

Finally, another important aspect of the analysis of human mobility behaviour from ICT-based data sources is the study of online social networks. It is possible to know from geolocated data records where and when an individual makes a call or tweet, but sometimes information such as the ID of the caller/callee for mobile data or the followee/follower for Twitter data as well as information regarding the number of interactions or the call duration are also available. This information gives researchers an opportunity to study in more detail human behaviours by analysing the structure, intensity and spatial properties of social interactions. Thus, social relations can be mapped to investigate in detail the interaction between social relations, location and mobility (Grabowicz et al., 2014; Picornell et al., 2015; Toole et al., 2015). It is thus possible to examine the relationship between travel behaviour and social networks using ICT data such as mobile phone or Twitter data. For example, we focused on the analysis of the characteristics of the locations shared by social contacts in Spain using mobile phone records, aiming to understand and quantify why and to what degree those locations are shared (Picornell et al., 2015). The results show that the mobility of individuals sharing the same social network is more similar than the one that is composed of two strangers. Moreover, as can be seen in figure 1(b), a strong correlation between the intensity of the social link between two individuals and the number of shared locations in common is observed.

Figure 1. (a) Average distance between individuals’ residence and business according to socio-demographics and business category. Distances are expressed in kilometres and are computed using the Haversine distance between the latitude and longitude coordinate of the centroid of the postcode of residence and the business’ latitude and longitude coordinates for each transaction (based on 24,920,896 transactions made in the province of Madrid in 2011). (b) Correlation between the average number of phone calls between two users and the number of frequent positions in common (based on 1,878,454 mobile phone users in Spain in September/October 2009).
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From Human Mobility to City Structure and Function

These new capabilities for registering human activity have also brought a fresh view about how cities and territories evolve, allowing researchers to address issues such as city structure (Lenormand et al., 2014a; Louail et al., 2014; Louail et al., 2015), road and long-distance train traffic (Lenormand et al., 2014b), the spatial organization of land use (Lenormand et al., 2015c) and the systematic comparison of urban areas of different sizes and in different countries around the globe (Bettencourt et al., 2007; Batty, 2008; Bettencourt, 2013; Batty, 2013; Lenormand et al., 2015b).

The relevant ICT data enables us to extract many types of description of individual mobility patterns. These individual spatio-temporal trajectories can be spatially and temporally aggregated in order to estimate the average number of individuals at a given time in a particular area of the city. Different geographical area definitions and time windows can be used, with the smallest scale mostly constrained by the quality and the type of data available. Such spatio-temporal aggregations enable the analysis of how the spatial distribution of users evolves over time and also how the temporal distribution of users changes over space. In the first case, for example, we aggregated mobile phone data to identify hotspots, areas of the city where people are concentrated as we show in figure 2(a), and then observe how the spatial distribution of hotspots changes over time allowing us to understand how cities ‘breath’ (Louail et al., 2014).

In that work, we defined various indices that helped us to characterize some of the dynamic morphological properties of cities speculating that these exhibit the existence of a single ‘urban rhythm’ common to all cities. In the second case, the aggregated data can be used to identify the type of activity that is most common in specific urban areas. Indeed, observing when it is most likely to find an individual in an area allows us to characterize this area in terms of land use (Lenormand et al., 2015c). For example, an area where the probability of finding a user

Figure 2. Mobile phone usage in Barcelona. (a) Spatial distribution of the average number of mobile phone users in the metropolitan area of Barcelona on Mondays between 9am and 10am. (b) Geographical location of land-use types identified with mobile phone data for the metropolitan area of Barcelona. From light grey to dark grey: Residential, Business, Logistics, Nightlife and other.
is higher during weekday evenings and weekends can be defined as residential. In contrast, an area where people mostly use their cell phones between 9am and 7pm on weekdays is probably a business/office/retail area as implied in figure 2(b). In Lenormand et al. (2015c), four major land-use types were detected using mobile phone data that correspond to different temporal patterns (Residential, Business, Logistic/Industry and Nightlife) exhibiting strong similarity between Spanish cities in terms of spatial organization and scaling.

From a dynamic perspective, individual spatio-temporal trajectories generated by the use of ICT data can be condensed to extract origin-destination (OD) trip matrices. We can, for example, consider that a user performs a trip when two consecutive records provide different locations. However, it is important to keep in mind that, depending on the data source, the estimation of individual trajectories can be more or less accurate. Indeed, the geographical position of an individual is usually revealed only when he or she interacts with an ICT device and therefore this type of data suffers a problem of missing information. This means that only a part of the trajectory is recovered. There exist, however, different methods to assess the validity of a trip and to recover significant results from the data. These methods are usually based on the time elapsed between two consecutive locations. These OD trip matrices can then be used, for instance, to capture the dynamic urban travel demands at different scales in specific time windows and to detect urban traffic congestion (Wang et al., 2014).

Another possibility is to consider the locations most frequented by an individual during his/her daily life trajectory in order to extract motives (Schneider et al., 2013) and origin-destination matrices of commuting and migration flows (Isaacman et al., 2011). The most frequented place of a user in the late afternoon and early morning can be identified as his/her place of residence, while the geographical position of an
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Figure 3. Comparison of the origin-destination tables between Spanish municipalities extracted from the Spain’s Population Census of 2011 and cell phone records collected during the period September–November 2009. (a) Comparison between the non-zero flows (the values have been normalized by the total number of commuters for both origin-destination tables); the dispersed points are the scatter plot for each pair of units; the solid line represents the $x = y$ line. (b) Commuting distance distribution obtained with both datasets. We only consider individuals living and working in two different municipalities. The circles represent the Census data and the triangles the mobile phone data.
the most frequented area during working hours can be assigned as his/her work place. This simple technique allows the accurate determination of mobility flows at intermediate geographical scales (Lenormand et al., 2014a). Figure 3 displays a comparison between OD matrices of commuting flows between Spain’s municipalities extracted from the Spanish Census of 2001 and cell phone records collected in 2009. It is interesting to note that the two matrices are very similar but one can observe that the origin–destination table extracted from the cell phone records underestimates the proportion of long-distance commuters (commuting distance higher than 100 km). However, this is not a major issue since these long-distance commuters represent a small fraction of the total number of commuters and they are probably not daily commuters. The OD matrices can be used to study the spatial structure of mobility networks at the urban scale (Louail et al., 2015).

Systems of Cities

To paraphrase Berry (1964), cities can be seen as systems within systems of cities. Living in an increasingly complex, connected world, this statement has never been more applicable than it is today. Socio-economic relationships between cities have been widely studied during the past few decades but mainly at a regional scale or between a few world cities linked with undirectional information whether they share a common resource or interchange goods or people.

The worldwide adoption of social networking sites such as Twitter, Instagram and Flickr offers the possibility of studying socio-economic relationships between different areas of the world across different temporal and spatial scales in an unprecedentedly comprehensive manner. For example, Twitter data has been used to study mobility between countries (Hawelka et al., 2014) and city–city interactions based on mobility flows (Lenormand et al., 2015b). We can also exploit Twitter data to perform analyses that were barely imaginable 10 years ago as, for instance, in measuring quantitatively world–city and city–world interactions (Lenormand et al., 2015b). This research was designed to help us gain a better understanding of the relations and competition between world cities leading to the emergence of a hierarchy (Christaller, 1933, 1966). To this end, we have analysed a Twitter database containing 20 million geolocated tweets worldwide to quantify and compare the influence areas and the attractiveness of fifty-eight world cities. More specifically, the urban areas are ranked according to the area covered and the radius travelled by the users after visiting each city. Rome, Paris and Lisbon appear consistently as the cities attracting most diverse visitors. The influence of cities measured in this way includes their impact on the whole world and not only on other urban areas, which has been the common way of studying this issue in recent works. However, it is worth noting that results obtained in the previous analysis based on city–city interactions can be recovered by building a local Twitter users’ mobility network between the fifty-eight world cities (as in figure 4). This network provides the basis for a more traditional centrality analysis, in which we recover London and New York as the most central cities at a global scale. Moreover, the world city network can be divided into communities or areas of influence, in which the centrality is studied locally in order to obtain a regional perspective that induces a new ranking of cities. The comparison between the rankings brings about important information on the roles played by the cities at the global and regional scales.

As mentioned previously, one can use geolocated ICT data to gather information such as user’s place of work and residence or their duration of stay in a given place, but it is sometimes possible to access the content of the ‘post’ such as the text message in Twitter. One can, for example, identify the language in which the tweet is written and map the
distribution of languages at a world scale (Mocanu et al., 2013) or characterize dialects on a global scale (Gonçalves and Sánchez, 2014).

Discussion and Conclusion

We presented here a selection of recent advances in the understanding of cities using new data sources brought about by the rise of big data. This is by no means a systematic or comprehensive collection of these ideas, but it is enough to provide the reader with an overview of the potential of such data generated by the use of ICTs. These new data sources are far from being perfect. They may suffer from socio-economic and demographic bias, and observing the world through the lens of ICT data can lead to possible distortions, but compared to more traditional data sources such as population census data or one-off surveys, they have the advantage of a very large size of samples (millions of observations) with a high spatio-temporal resolution. They also offer the possibility for collecting real-time data and studying inter- and intra-urban dynamics in an unprecedented level of detail. The main disadvantage of ICT data is the lack of information about users’ socio-demographic characteristics leading to unrepresentative sample biases. Except for a few cases (Lenormand et al., 2015a), it is particularly complicated to assess the representativeness of a sample in terms of age, gender or occupation. The next step in big data analysis will be to develop statistical methods and tools to measure and ensure sample representativeness by inferring users’ characteristics while preserving individual privacy. It is also worth noting that despite the biases, ICT data is generally automatically and passively collected which can prevent survey biases such as those generated from response and non-response effects.

ICT data and data coming from more traditional data sources are complementary and need to be systematically compared as has already been done in the recent literature (Schneider et al., 2013; Tizzoni et al., 2014; Lenormand et al., 2014a; Deville et al., 2014). Remarkably, the agreement between the different data sources is generally very high, and, as mentioned several times here, geo-

Figure 4. A global mobility network. The local Twitter users’ mobility network between fifty-eight world cities. Only the flows representing the top 95 per cent of the total flow have been plotted.
localized ICT data are often gathered at a high spatio-temporal level of detail, offering the possibility of studying more thoroughly the influence of scale on the results than with traditional datasets. People do not tweet in the way they make phone calls or use their credit cards, and the data are not always geolocalized, so it is important to crosscheck information and to choose the appropriate data sources according to the purpose and the needs of the study. For example, mobile phone data are more representative than Twitter data but they are usually geographically and temporally more constrained.

To conclude, big data analysis is of prime importance to extract information from huge datasets in order to better understand the properties of the urban system, but we also need to develop models to explain these properties and try to understand/predict the future by testing different possible scenarios. In this sense, it is crucial to couple data analysis and complex modelling for the understanding of complex systems, and, more particularly, for making progress in urban dynamics. Beyond big data and ICT data, more and more local authorities are sharing their data through open data portals, as well as through collaborative projects such as OpenStreetMap. All these new sources of data are a valuable support for the parameterization, calibration and evaluation of new kinds of simulations such as agent-based models relevant to the study of cities.

The rise of big data brings unprecedented opportunities in the social sciences but it comes with large theoretical and methodological challenges. Dealing with this new type of data calls for interdisciplinary approaches involving the collaboration of social, computational and natural scientists.

NOTE
1. Estimates vary but it is suggested that Facebook is the most active social media, currently generating more than 4 million posts per minute: http://wersm.com/how-much-data-is-generated-every-minute-on-social-media/.
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