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Hybrid simulated annealing using Tsallis statistics
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Abstract

We use the Hybrid Monte Carlo method to sample the Tsallis configurational probabilityp(x) which depends on the
parameterq. We use here a homogeneous Markov chain which satisfies the detailed balance condition for all values ofq and
we apply this method to Simulated Annealing optimization problems. In two examples, a test function with many minima and
the discrete Random phase sine-Gordon Model, we show the dependence on theq parameter of the ground state configuration
energy obtained after annealing. We conclude that the performance of the simulated annealing method is improved by using
q > 1 values. 1999 Published by Elsevier Science B.V. All rights reserved.

The Tsallis generalized formulation of Statistical
Mechanics [2] has been successful in describing the
behavior of some non-extensive systems such as the
large-range Ising ferromagnet, Lévy-like anomalous
diffusion, two-dimensional turbulence, etc. The key
ingredient of the new statistics (in the canonical en-
semble) is to assign to thex≡ (x1, . . . , xN) configura-
tion with energyE, the following probability:

p(x)= [1− (1− q)E/T ]
1/(1−q)

Zq
. (1)

The parameterq depends on the system under study.
This expression is such that one can recover the
Boltzmann–Gibbs classical probability in the limit
q → 1. The generalized partition functionZq is
determined by the condition

∑
x p(x)= 1. Sincep(x)

must be real probabilities, one needs to takep(x)= 0,
whenE(x) > T/(1− q) for q < 1, and in the case
q > 1 wheneverE(x) < T/(1− q).

The Tsallis generalized statistics has been already
applied to the Simulated Annealing method (SA). In
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Ref. [3], the authors introduce a new method (which
they call Generalized Simulated Annealing, GSA)
which is a generalization of the precedents Boltzmann
SA and Fast SA methods. This generalization was
made in the context of the Monte Carlo methods
by using a proposal functiong(x′|x), an acceptance
probability h(x′|x) and an annealing scheduleT =
T (t), in the sense that these generalized functions
depend on aq parameter in such a way that whenq→
1 one recovers the Boltzmann SA and whenq → 2
one recovers the Fast SA. However, the GSA method
does not satisfy the main Monte Carlo prescription, the
detailed balance condition (DBC):

g(x′|x)h(x′|x)p(x)= g(x|x′)h(x|x′)p(x′). (2)

The validity of the GSA is not questioned because
one can use always an inhomogeneous Markov chain,
instead of the homogeneous one satisfying the DBC;
moreover, it has been very recently shown [4] that
GSA satisfies the weak ergodicity condition, which
gives a mathematical foundation to the conjectured
convergence of the GSA process to the minimum of
the cost function. Ref. [5] introduces a SA method
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which satisfies the DBC while sampling a probability
proportional top(x)q .

In this work we use the Hybrid Monte Carlo
(HMC) method (which satisfies DBC) to sample the
Tsallis distributionp(x). As an application, we study
the performance of the SA when using values ofq

different from 1. In previous work [6] we showed
that the use of the HMC algorithm can enhance the
performance of SA methods in the case of Boltzmann
Statistics for large dimensional systems. The Hybrid
Monte Carlo method uses the numerical integration
of the molecular dynamics equations of motion as the
proposal functiong(x′|x):

x′ = x+ δt
2

2
F(x)+ δtp,

(3)
p′ = p+ δt

2

(
F(x)+ F(x′)

)
,

wherep are random variables distributed according to
the Gaussian distribution exp[−p2/2T ]. We use the
Metropolis solution of the DBC for the acceptance
probability

h(x′|x)=min
(
1,exp

[−(H̃ (x′,p′)− H̃ (x,p))/T ])
where we consider an effective HamiltoniañH(x,p)=
−T lnp(x) + p2/2, which for the Tsallis probability
takes the form:

H̃ (x,p)=− T

1− q ln
[
1− (1− q)E(x)/T ]+ p2

2

≡ Veff(x)+ p2

2
(4)

and the forces in Eq. (3) are:

Fi(x)=−∂Veff(x)
∂xi

.

In order to avoid that the effective potential vanishes
when the temperature is annealed to zero, we assume a
temperature dependence onq(T )= 1− (1−q0)T /T0,
whereT0 is a reference temperature to set the poten-
tial. As in Ref. [6], we use here an exponential an-
nealing scheduleT (t) = T (0)e−ct . To show the de-
pendence of this method on the parameterq0 (our pre-
vious work [6] is equivalent to usingq0 = 1) we use
two examples. The first one is the test function:

E(x)= 1

2

N∑
i=1

sin(4πKxi)

sin(2πxi)
+NK (5)

Fig. 1. Relative number of realizations which reach the lowest
energy state,Emin = 0, for the first example Eq. (5). The values
shown are the result of sampling overn = 2.5× 104 realizations.
We use hereT0= T (0)= 120, andc= 0.05.

with N = 30, K = 2. In Fig. 1 we plot the relative
number of realizations which, after annealing, reach
the absolute minimum for a particular value of the
annealing parameters. We can see from this plot that
the highest performance is obtained in this example
by using a value close toq0= 2.

The second example aims to find the ground state
(T = 0) of the discrete Random phase sine-Gordon
Model (RsGM), which has recently been the scene
of considerable activity, both theoretical and numeri-
cal [7]. This model has various interpretations of inter-
est such as a crystalline surfaces with disordered sub-
strate and an array of flux lines in a superconducting
film subject to random pinning and parallel magnetic
field. The energy for this model is:

E(x)= 1

2

∑
〈i,j〉

(xi − xj )2−
∑
i

cos(xi − x0
j ), (6)

where〈i, j 〉 denotes nearest neighbors in a square lat-
tice, andx0

j ∈ [0,2π) is the quenched random disor-
der. The results are shown in Fig. 2 for a particular
value of the annealing parameters. We see again that
the lowest minimum value for the energy is obtained
with highest probability usingq0 > 1. We note that
a usual approach [9] to find the ground state of the
RsGM uses the Langevin molecular dynamics over-
damped equations atT = 0. In this method, the rela-
tive number of successes is of the order of 4%. The
fact that one can obtain improvements in the perfor-
mance of the sampling method of the configurational
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Fig. 2. Same as Fig. 1 for the ground state energy of the RsGM.
We plot the relative number of realizations which reach the
lowest energyEmin = −157.8810 after averaging overn = 200
realizations, and using the same pinning valuesx0 in all the cases.
We use here a two-dimensional lattice withN = 322 points and
T0= 105, T (0)= 100,c= 0.018.

space, when one usesq0 > 1 values, is in agreement
with the results presented in [5] and is a consequence
from the fact that the distributionp(x) with q > 1 is
broader than the one obtained usingq = 1.
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