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By using a heat-bath Monte Carlo method, combined with extrapolation techniques developed by
Ferrenberg and Swendsen [Phys. Rev. Lett. 61, 2635 (1988)], we have determined the line of critical
points in the parameter space for the ¢* model on a square lattice. The critical values of the param-
eters allow us to plot the complete phase diagram of the model. We compare the efficiency of the
method to previous results based on numerical solutions of a Langevin equation. In the phase dia-
gram we also show the locations of some of the points where numerical studies of spinodal decom-

position have been carried out by several authors.

I. INTRODUCTION

One of the most commonly used models for the study
of phase transitions and critical phenomena is the ¢*
continuum-field model.! The model is defined by a classi-
cal scalar field @(r) whose statistical properties are
governed by the Hamiltonian

BH= [ dr ~_2—b¢2+%¢4+§(v¢>)2 : (1.1)

The static critical properties of this model are generally
accepted to be in the same universality class as the Ising
model and to be “equivalent” to many other scalar mod-
els. This equivalence is understood in the sense that the
scaling functions (when rewritten in terms of appropriate
rescaled variables) and the critical exponents are the same
in both models (this equivalence between the ¢* and the
Ising model, however, has been questioned by some au-
thors?). Although one can “derive” the ¢* model from
the Ising model by a suitable coarse-graining procedure,
this derivation is not rigorous and it is not possible to
write down an exact relation between the parameters of
the two models. In particular, it is believed that addi-
tional terms in the power-series expansion of the field ¢
(i.e., (p6, etc.) are required to faithfully reproduce the Is-
ing model when far away from criticality.3 Of course, it
is also possible to think of the ¢* model as a fundamental
model for many physical systems, without any specific
reference to the Ising model. The gradient term and the
@’,¢* terms are then understood as the lowest-order
relevant terms in an expansion of the free energy, since a
renormalization-group analysis points out that higher-
order terms are irrelevant to critical behavior.* It is also
possible to recover (exactly) the Ising model as a particu-
lar limit of the ¢* model by taking the limit u — o and
b — o such that b /u =const. This is the so-called Ising
limit of the model, which should not be confused with the
relation between the coarse-grained Ising model and the
@* model. Since the ¢* model is the basis for theoretical
studies of various different types of phase transitions
(such as magnetic, structural, etc.), in many of these stud-
ies one is actually interested in a different limit, the so-
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called displacive limit (x —0 and b—0).° Although the
critical properties of the ¢* model have been extensively
studied, the results have always been limited to general
properties independent of the exact value of the parame-
ters (€ expansion) or for values of the parameters close to
the Ising limit. The latter studies have been carried out
by Monte Carlo,® real-space renormalization,” Migdal-
Kadanoff transformation,® and molecular-dynamics
methods.’

Different dynamical versions of the ¢* model have also
been proposed depending on whether or not the order pa-
rameter is conserved.'® These are generally based on sto-
chastic differential equations of the Langevin type.
Again, one could think of these dynamics as “derived”
from a coarse graining of the Kawasaki dynamics or the
Glauber kinetic Ising models, respectively.!! This
identification is very difficult to carry out quantitatively.
Alternatively, one could think of the Langevin models
representing the fundamental dynamics in some physical
systems. These Langevin models (for both the conserved
and nonconserved cases) have been extensively studied by
analytical methods and computer simulation techniques
in order to understand the ordering processes in systems
quenched form an initial disordered state to deep inside
the coexistence curves.'> An examination of all these
simulation studies indicate that the values of the parame-
ters chosen in these different studies are closer to the
displacive limit than to the Ising limit and it is interesting
to study the phase diagram for these range of values for
the parameters.

In this paper, we carry out numerical calculations to
determine the phase diagram and the critical values for
the parameters by using a new method. The method is
appropriate to study the ¢* model for small values of the
parameters b and u. We also use an extrapolation scheme
derived by Ferrenberg and Swendsen'? to precisely deter-
mine the maxima of quantities such as the susceptibility
and specific heat.

The rest of the paper is organized as follows. In Sec. II
we describe the model used by us in more detail and dis-
cuss the relation between the parametrizations used by us
to those used by other authors. In Sec. III we provide the
details of the numerical techniques used in this study, and
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in Sec. IV we present the results obtained by using these
techniques. In Sec. V we discuss the relation of the
Monte Carlo study used here to the numerical integration
technique used by several authors for the corresponding
Langevin equations. Finally, in Sec. VI we conclude with
a brief summary and conclusions.

II. THE MODEL AND ITS RELATION
TO OTHER PARAMETRIZATIONS

We consider scalar fields {®;} i=1, ..., N, defined on
the sites i of a regular lattice in d dimensions. The spac-
ing a, of the lattice is considered to be unity. Periodic
boundary conditions are assumed. The Hamiltonian of
the model is given by

b

BH{®}=3 )

i

P2+LPI+ T S (D, —D,)
4 2 Pt u

K ¢ 2]

2.1

and the equilibrium properties of this model are obtained
from the partition function:

Zibu,K)= S e P14
(@,

f+oo
— o

Here, as usual, B=1/kgT. The first sum in Eq. (2.1) runs

[T do, o 71!

i=1

(2.2)

over the N =L sites of the lattice. If (j,,j,,...,J,) are
the coordinates of site i, then the index i u denotes a
nearest neighbor of site i with coordinates
Groeeosduyt oo dg)

Clearly, one of the three parameters b, u, and K used in
the model is redundant because it can be absorbed in the
definition of the field variables. Many different parame-
trizations with only two independent parameters have
been used in the literature. Although it is certainly true
that each of the different parametrizations used before is
useful for some particular calculation, we would like to
use a very simple parametrization suitable for general
purpose: we absorb a factor of K'/? in the field definition
and change the other parameters accordingly such that
the form of the Hamiltonian remains unchanged.
Specifically, we introduce a new field ¢ related to ® by

p=K'"® (2.3)
and two new parameters 6 and Y as

6=b/K (2.4)
and

x=u/K? (2.5)
so that the Hamiltonian can be written as

0 . X 4 d 2

BH{gi} =3 | =ity oits 2 (9, —¢i) 2.6)

i p=1

Expanding the square-term in Eq. (2.6) and using the
periodic boundary conditions, this Hamiltonian can be
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written as the sum of two terms:

BH{¢;}=BH,+BH, , 2.7)
where
BHole }= 3 l ld—% <p?+%<p;‘ (2.8)
and
(2.9)

BHl“P'}:H 2)¢)i¢)] .
(1

Here the sum in H, runs over all the nearest-neighbors
pairs of sites. Let us now identify the relation of this par-
ticular parametrization to some others used in the litera-
ture in the following paragraphs.

A. The parametrization of Milchev,
Heermann, and Binder (Ref. 6)

They consider two cases.

1. —b+2dK <0

This is equivalent to 6> 2d. They introduce new fields
m; and new constants & and /3 as

(—b+2dK)* _ (—6+2d)*

a= , (2.10a)
u X

g —K(—b+2dK) _6-2d 0,106
u X

m, = il #i (2.100)

T b—2dK)/u]? [(6—2d) /%]

2. —b+2dK >0.

Or, 6 <2d. The new fields and constants are now given

by
— 2 _ 2
q= (Zb+2dK)Y _ (=0+2d) 0.11a)
u X
G K(=b+2dK) _ —6+2d o1b)
u X
= Ll % 2.11¢)

[(—b+2dK)/u]"?  [(—6+2d)/x]"?

We will be considering only the case 8 <2d. In that case,
the above relations can be inverted to obtain

0=24—2 | (2.12a)
B
a
X=—, (2.12b)
B-
¢, =mpB'"*. (2.12¢)

B. The parametrization of Burkhardt and Kinzel (Ref. 7)

They introduce two new parameters K and L which we
will call K and Lgk to avoid confusion with our nota-
tion, as
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’ (2.13a)

(2.13b)

These can be inverted as
o= 2Low
Kgw

2
KBW

(2.14a)

(2.14b)

Some other reparametrizations used in the context of
phase separation studies will be discussed in Sec. V.

Since we are interested in the equilibrium properties of
this model, we would like to determine the values of the
parameters 6 and Y, for which the system is in an ordered
phase. In other words, we want to determine the line of
critical points 0,(y). Let us explore first all the possible
values for which we expect a phase transition. First of
all, if y <O, the integrals appearing in the partition func-
tion are not well defined and the model has no meaning.
If 6 <0 on the other hand, the local potential V(¢) has
only one local minimum, i.e., only one ground state is
stable and there cannot be a symmetry breaking. We are
then led to the study of the parameter region 0<6< o,
0=<x = . Previous studies of this problem have been
concerned mostly about the Ising limit of the model for
which 86— « and y — « but 8/ remains constant.

III. NUMERICAL TECHNIQUES

Since an exact calculation of the N-dimensional in-
tegrals appearing in the partition function is impossible,
we have resorted to Monte Carlo methods'® for their
evaluation. For this purpose, we need to generate
configurations {@;},—; y With a probability density
function Py, ({@;}) given by
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Py g )=e "M% sz (0,3, 3.1)
where
Zo,x)=3 ¢ %!
e
=["" e (3.2)

The Monte Carlo procedure consists, in general, of
generating a new value for the field @; in site / using the
present values of @; and its neighbors (with which it in-
teracts). Two different methods have been used: Mil-
chev, Heermann, and Binder?® generate a new value for
the field ¢; with a probability density function given by
exp(—BH,). This can be done exactly since H, is a sum
of terms each of which depends only on the field at site i.
The interaction term H; is then dealt with using the ordi-
nary Metropolis algorithm. Bruce,'* in his study of the
“border model” (6=2d), uses a similar procedure. He
approximates the probability density function for the
field by the sum of two Gaussian functions. Then a stan-
dard Metropolis algorithm is executed using the
difference between the real probability density function
and the approximate one. Here we consider an alternate
scheme. Let us consider a particular location i. The field
@; in that location has a probability density function
Py (@;) given by

_BI'”‘P]']

Py l@)=Z"" (3.3)

[j¢l

In order to generate a field configuration with this proba-
bility density function, we use the heat-bath Monte Carlo
method.'> A new field at site i is generated with a proba-
bility density function PG +(®:) depending on the states of
the neighbors of site i as

exp | —(d—6/2)pt— %@ +o, 3
a u
Py (@)= (3.4)
J7 dgiexp | —d—0/200}~ Lol +, S ¢,
© u u
I
Here the index i, runs over the nearest neighbors of site i  and
and ﬁg x(®i) is an unbiased estimator of Py , (@, ). —bg?
If we write a=d —6/2, b=x/4, and c=3, ¢; , Eq. falg)=e ’ (3.8)

(3.4) can be written as

Py (@) <P.>/f “do.flg), (3.5
where
fle)=Ff(@)f (@) (3.6)
and
1 —a(n;c»—-c/Za)2
(@))=——"—7 ' 7
Silg) Zmrai2e (3.7)

respectively. In the above calculation f(¢;) is the prod-
uct of a Gaussian distribution f,(¢;) and another func-
tion f,(g;). To sample the distribution f(g;) we gen-
erate the Gaussian part exactly by using the Box-Muller
algorithm and the function f,(¢;) by a rejection tech-
nique,'® i.e., we first generate a Gaussian distributed ran-
dom number £ of mean (¢ /2a) and variance o =(a)!/%
Then we generate another random number % uniformly
distributed between O and 1. If < f,(§), then ¢, takes
the value £. Otherwise, the value £ is rejected. We visit
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the lattice in a checkerboard fashion. This method as-
sumes that a is positive and is thus limited to values
6 <2d. The acceptance ratio of the rejection part of the
algorithm is quite large and depends on the particular
values of the parameters 6 and y.

In order to obtain accurate estimates for the different
quantities computed in the simulation we have applied
the extrapolation technique introduced by Ferrenberg
and Swendsen.!> Let us introduce the following notation:

M,= 2 @i » (3.9a)

M\=3 ¢, (3.9b)

M,=3 ¢}, (3.9¢)
d

M;=3 3 ((p,#“(p,»)z . (3.9d)

iop=1

The simulation then generates configurations with a
probability density function which only depends on
M1, M2, and M3, namely,

Pg (M ,M,,M;)

N(M,,M,,M;)exp %Ml——le-—%M3

Z(6,x)
(3.10)
Here N(M,,M,,M;) is such that the number of

configurations with values of M; between M; and
M, +dM; (i=1,2,3)is

N(M,,M,,M;)dM dM,dM .

Since the partition function Z (8, ) is the integral over all
the possible values of M|,M,,M; of the numerator of the
above expression,

Z(6,x)= [ dM,dM,dM;N(M,,M;,M;)

Xexp %Ml—{—Mz—%M3 , @311

the averages of any function f(M;) of the variables M,
can be obtained as

(f(M))g,

= [ aM,dM,dM Py (M|, M, M3)f(M,) . (3.12)

The Ferrenberg-Swendsen extrapolation scheme allows
one to compute the probability density function
Py (M;) if the corresponding probability Py ,(M;) is
known. For our particular model, the method is based
on the exact relation
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Py (M)

G_GMI—X_XMz

Py (M, )exp 3 2

6'—6
2

M]“X—XMZ

[ dM dM, P, (M, )exp 7

(3.13)

between the probabilities Py, (M;) and Py .(M;) for two
sets of parameter values (6,x) and (6',x’). For x'=x, a
case that we will be using later, the expression (3.13)
simplifies to

Py (M,)= (3.14)

[ dM,P, (M,)exp

In practice, this extrapolation scheme fails to work if the
value 6’ is much different from that of 6. In that case,
the information gathered in Py, (M,) in a numerical cal-
culation is not enough to yield a precise determination of
Py (M;). We have used the following criterion to de-
cide which extrapolation range we should allow. We
compute the standard deviation of M, o(M,), and allow
a variation A6 such that the relation ABo(M)/2<1 is
satisfied. That ensures that the exponentials appearing in
(3.14) do not take any large values. We have found that
A0 increases when 6 approaches the critical value 6, and
that A6 decreases with increasing L as A@~L ~'/¥ as pre-
dicted.'®!”

IV. RESULTS

For a given value of the parameters 8 and y we have
generated N,, field configurations by using the method
described in the previous section. To increase the statisti-
cal independence of the configurations, we have updated
the system for N, lattice updates before a field
configuration is incorporated into the statistics. We
started by setting all the field values in every lattice site
equal to the mean-field equilibrium value @yr=(8/x)"2.
N, lattice updates are then executed in order to thermal-
ize the lattice. The particular values of N,, N,,, and N,
depend on the lattice size L. The values of L considered
are L =8, 16, 24, 32, and 40. The simulation details are
summarized in Table 1.

We have considered values of y=1, 0.7, 0.5, 0.25, 0.1,
and 0.05. For every value of y we have generated in-
dependent equilibrium configurations corresponding to
several values of 6. Typically, we would make some short
trial runs to determine the ‘“‘interesting” range of values
for 6. This would correspond to those values of 8 such
that well-defined maxima appear in the specific heat and
the susceptibility. Once the range of values of 6 has been
approximately determined, two long runs were carried
out with the parameters of Table I such that, by extrapo-
lating according to the method explained in the previous
sections, we obtained information about a large enough
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TABLE I. Simulation details.

L N, N, N,,

8 10* 1 10°
16 5%10* 5 10°
24 10° 5 5% 10°
32 10° 10 10°
40 10° 10 10°

interval for the parameter 6.

We have computed, among other quantities, the values
of My, M,, M,, and M; during the simulation as a func-
tion of 6 and y. Other quantities of interest are, for in-
stance, the total magnetization M,

M=(|Myl|), (4.1)
the total energy E,
6
E=<—3M1+%M2+%M3> : 4.2)
and the corresponding intensive  magnitudes

e=E/N, m=M/N. Figure 1 shows the magnetization
m as a function of 6 in the case of y=1. We stress here
that Fig. 1 (as well as many of the other figures in this pa-
per) has been generated by carrying out simulations just
at two different values of 6 for every value of L. The
values of m at other values of 6 are found by using the ex-
trapolation method described above, allowing us to ob-
tain smooth and essentially continuous curves for m
versus 0. The fact that the extrapolated values obtained
from the two selected values of 8 agree within the statisti-
cal errors gives further support to the validity of the ex-
trapolation scheme for this model. Figure 2 is a plot of
the energy e as a function of 6 with y=0.1. Again, the
extrapolation provides smooth continuous curves.

The fluctuations in the energy and the magnetization

0.0

1.0 1.2 1.4 1.6

FIG. 1. Spontaneous magnetization m as a function of 6 for
x=1 and for different values for L as follows: L —8 ( ),
L=16(—-—-), L=24(---), L=32(—-—-—- ), L=40
(- - - -). For each value of L the whole curve has been ob-
tained by extrapolation from data coming from two simulations
at two different values for 6. These O values are indicated by
circles on the curves.
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w
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C; T 1
0.1 0.2 0.3

FIG. 2. Energy e as a function of 6 for y=0.1. Same line
types and symbols as in Fig. 1.

allows one to compute the specific heat C and the suscep-
tibility «, respectively, as (irrelevant constants are
dropped out)

C=((E*)—(E)})/N (4.3)

and

k=({M?)—(M)?)/N . (4.4)

Figure 3 shows a plot of the specific heat C as a func-
tion of 6 for y=1. Figure 4 plots the susceptibility «
versus 0 for y=0.1. Note that in both figures there are
well-defined maxima whose location can be very precisely
determined. At the critical value 6,.(x), C and « would
develop singularities of the type C~|60—6.|7* (or
C~In|6—8,| in two dimensions), k~|6—06.|77, with a
and y the usual critical exponents. Strictly speaking,
these singularities only appear in an infinite system. For
a finite system containing N =L49 sites, C and « have
maxima at locations 6}(L) and 62(L), respectively.
These maxima sharpen and their location shifts with in-
creasing L towards the asymptotic value

[QV

=] x= 1.0

FIG. 3. Specific heat C as a function of 0 for y=1. Same line
types and symbols as in Fig. 1.
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FIG. 4. Susceptibility as a function of 0 for y=0.1. Same
line types and symbols as in Fig. 1.

6,=61L=0)=0 (L=w) .

Finite-size scaling theory'8 provides one way in which the
infinite limit can be recovered. In particular, it tells us
how 6.(L ) should tend to 6., i.e.,

0.(L)=6,+a, L VY+b L “+ - -, i=12. (4.5)

Here a; and b; are constants and v is the critical exponent
characterizing the critical behavior of the correlation
length (v=1 in d =2). As discussed before, the simula-
tions allow us to obtain very precise values for the loca-
tion of the maxima 6.(L). In order to determine 8, we
have to fit the 6.(L) to the expression (4.5) above. In
practice, however, the fitting is not free of problems. We
note that expression (4.5) is actually the beginning of an
infinite series of terms incorporating all the corrections to
the leading scaling behavior given by the first two terms
in the right-hand side. Interpreted in this fashion one
can identify w=§ in two dimensions.!® However, as we
move towards the displacive limit (as y goes to 0), the ex-
ponent v in the leading term (a,L ~'/¥) is expected to
jump to the mean-field value (v=1), since the transition
has a mean-field character in this limit. Also, it is not
clear at all which are the higher-order correction terms in
Eq. (3.5) nor what their relative numerical importance is
when analyzing Monte Carlo data. With these problems
in mind, we have considered several methods to precisely
determine the value of the critical parameter 6, as a func-
tion of Y. These methods are described below.

(a) We have plotted 6'.(L) versus 1/L and allowed an
extrapolation towards the origin by fitting the last few
points in the corresponding curves by a straight line.
This is shown in Figs. 5(a) and 5(b) for y=1 and 0.1, re-
spectively.

(b) We have considered Eq. (4.5) with w being a phe-
nomenological parameter whose effective value takes into
account approximately all the other correction to scaling
terms. Since in the displacive limit v takes the mean-field
value of +, we have considered that w can vary between 1

and 2. We have then fitted Eq. (3.5) with three adjustable
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parameters (6., a;, and b;) to the simulation data, both
for the specific heat (i =1) and the susceptibility (i =2)
data. The resulting values for 6. agree with the ones ob-
tained from the graphical extrapolation in Fig. 5. The
dispersity of the fitted values 6. as w varies allows us to
give error bars to 6,.

(c) In order to give further support for the assigned
values of 6, and also to gain some insight into the impor-
tance of the correction to scaling terms, we have analyzed
the scaling behavior for several quantities. Such a scaling
be}llavior for the magnetization m is expected to be given
by'®

m(6,L)=L B feL '), (4.6)

where e=1—6/6,. Figure 6 shows scaling plots of the
magnetization for y=1 [Fig. 6(a)] and y=0.1 [Fig. 6(b)].
We see that although the scaling relation (4.6) is reason-
able well satisfied in both cases, the quality of the scaling
is better for y =1 than for y=0.1 and as y decreases one

[Sg)
<

=7 x= 1.0

.35

.25
§

9

)

1
4

0.00

0.28

0.00
7L

FIG. 5. (a) Plot of the pseudocritical values of 8: 6.(L) (0)
and 6*(L) (@), defined as the location of the maximum of the
specific heat and the susceptibility, respectively, for y=1. The
extrapolation to the origin gives the values of the critical cou-
pling 8, =1.265%+0.005. (b) Same as (a) for y=0.1. The calcu-
lated value for 6, is 6. =0.182+0.003.



42 NUMERICAL DETERMINATION OF THE PHASE DIAGRAM FOR . . .

needs larger values of L in order to satisfy scaling. This
is so because as y decreases towards O (the displacive lim-
it) the exponents should jump to their mean-field values.
This effect can be taken into account approximately® by
considering some effective values for the exponents v and
B. We have not pursued this approach here though, since
our main goal is the determination of the critical cou-
pling 6.(x). We also analyze the scaling behavior of the
fourth-order cumulant of the magnetization, p, defined as
My

(M)
(This quantity has been used previously to determine the
critical coupling for several models.®?°) The scaling be-
havior of p is expected to be

pl6,L)=f(eL ') .

(4.7

(4.8)

Figures 7(a) and 7(b) show the scaling plot of the cumu-
lant p for Y =1 and 0.1, respectively. The scaling relation
(4.8) is satisfied for large enough values of L in both cases.
For xy=1, scaling holds for L = 16 whereas the quality of

o
~7 x= 1.0
(a)
g o
R :
[
—
(@)
o : |
-3.0 0.0 3.0
/v
(1-e/6_ )L
w
~ x= 0.1
o (b)
N—(
W
i
[ew)
E'_"_
¥p)
D'_
[ew]
C; I 1
-6.0 0.0 6.0

(1-e/6 )L""

FIG. 6. (a) Plot to check the finite-size scaling behavior of
the magnetization m with respect to the variables L and 6 in the
case of y=1. The line types have the same meaning as in Fig. 1.
(b) Same as (a) for y=0.1.
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the scaling decreases for y=0.1 and scaling holds only
for L 2 24.

V. COMPARISON AND RELATION
TO LANGEVIN-TYPE DYNAMICS

As mentioned earlier, it is possible to associate a dy-
namics to the field variables {®;] by using a stochastic
differential equation of Langevin type

Y 5D, (5.1)
where 7,(¢) is a Gaussian stochastic variable of mean
zero (the “noise” term). If T is simply a number, this
equation represents a nonconserved field, i.e., the order
parameter N ' 3. ,(t) changes with time (this corre-
sponds to the model A4 in the taxonomy of Hohenberg
and Halperinlo). If, on the other hand, '=—MV?
where M is a constant and V? is the Laplacian operator,
then the order parameter is conserved which corresponds
to the model B of Hohenberg and Halperin. In both

8.0

2.0

8.0

[en}
(@M

\ 1
-1.0 7.0

(1-e/e L'

FIG. 7. (a) Plot to check the finite-size scaling behavior of
the fourth-order cumulant of the magnetization m with respect
to the variables L and 6 in the case y=1. The line types have
the same meaning as in Fig. 1. (b) Same as (a) for y=0.1.

-9.0
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models 4 and B it is assumed that the stationary (t — o)
solution of the stochastic equation corresponds to an
equilibrium Gibbs distribution at temperature 7. This is
achieved by imposing the following constraint on the spa-
tiotemporal correlations of the noise variable:

)) =2kpTT8,8(1—1') (5.2)

(the so-called fluctuation-dissipation relation). The
dynamical properties of models 4 and B have been exten-
sively studied analytically and numerically.'> Here we
are concerned with the use of the Langevin equation as a
means of generating equilibrium configurations and deter-
mining the line of critical points, the phase diagram, and
other equilibrium properties of the model. A preliminary
step in that direction was carried out by Valls and
Mazenko?! (will be referred to as VM). They solved Eq.
(5.1) numerically for model A by using a simple Euler

(o, (e)my(e’

scheme of integration. When one substitutes Eq. (2.1) for
the Hamiltonian into Eq. (5.1) one obtains

0P,

—a—t—z —kpTT(—b®,+ud]—KVi®,)+n, , (53)

where the lattice Laplacian operator V7 is defined by

Vido, = 2 —®,) (5.4
and the index i, runs over the nearest neighbors of site i.
We can rewrite this equation in terms of the parameters
introduced in Sec. IT as

99,

E

where I'y=k, TKT, and the new noise variable { satisfies
(&(1)E, (1)) =2T8,;8(1—1") . (5.6)

VM, however, use a different parametrization. They in-
troduce two new parameters, one of which is the parame-
ter 6 defined before and the other one is Ky, (just K in
their notation) defined by

—0¢;tx@, —Vie)+¢ (5.5)

Kyu=K*(14+6)/u=(1+0)/x , (5.7)
the inverse relation being
X=(1+6)/Kyy . (5.8)

In their numerical study, VM monitored the evolution of
the time-dependent susceptibility «(¢), defined as

1
= —E(p,-(t)(p(t)>. (5.9)
(¥ 2ot

As «(t) saturates at its equilibrium for large enough
times, VM give the following criterion to decide whether
the system is ordered or disordered: if k(¢) saturates at a
value which is independent of N for large N, then the sys-
tem is in the disordered state; if, on the other hand, the
saturation value of «(¢) is proportional to N, then the sys-
tem is ordered. This criterion allow VM to approximate-
ly determine the line of critical points. We believe, how-
ever, that the method of integrating the Langevin equa-
tion is not suitable for studying equilibrium properties of

RAUL TORAL AND AMITABHA CHAKRABARTI 42

o
< ] disordered
o
<
o

I O) -
D. 7] »*
o ] ordered
o
O‘ *
o

I 1 I [
0.0 0.2 0.4 0.6 0.8 1.0
e X

FIG. 8. Phase diagram for the model discussed in the paper
(see Table II). Open circles correspond to results previously ob-
tained by other authors (Refs. 6, 7, and 14), solid squares are the
results of the present calculation. The stars are the locations
where some of the numerical simulations in Ref. 23 were carried
out.

the model. This is so because special care has to be taken
for the choice of the time step 8¢ required for the numeri-
cal integration. To make a direct comparison between
the two methods we have considered a system of size
N =182 and values for the parameters 8=2, y=1. Ac-
cording to Fig. 8, this corresponds to a system in zn or-
dered state (these values for the parameters were chosen
because they are representative of the ones used in studies
of spinodal decomposition, see below). We numerically
integrated the Langevin Eq. (4.5) over a long time and
made sure that the system had reached equilibrium (since
we started with an initial condition for the field equal to
the mean-field equilibrium value everywhere, the conver-
gence to equilibrium is actually very fast for the parame-
ters considered here). Once in equilibrium, we continue
integrating the equation and measure the spontaneous
magnetization m. We find that m depends on the time
step used for the numerical integration®? and that, even
for 8¢ =0.001, complete convergence is yet to be reached.
The available data, however, allows us to extrapolate to-
wards &8¢ =0 as shown in Fig. 9. The extrapolated value
is in perfect agreement with the value we obtain by gen-

TABLE II. Critical value of the parameter 6 for different
values of the parameter Y, obtained in the present simulations.
The numbers in parentheses indicate the uncertainty in the last
digit of 6.(x).

X 0.(x)
1.0 1.265(5)
0.7 0.945(5)
0.5 o 716(4)
0.25 400(4)
0.1 0.132 3)
0.05 0.0905(3)
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FIG. 9. Dependence of the equilibrium magnetization on the
time step 8¢ used to numerically solve the Langevin Eq. (4.5) for

0=2, xy=1. The straight line extrapolation towards the origin
gives m =1.220.

erating equilibrium configurations by the heat-bath
method.

In many studies of phase separation (model B) in two?*
and three’* dimensions yet another parametrization is
used. This parametrization is a little confusing since it
seems to imply that only one parameter (instead of two:
6 and Y ) is necessary to describe the properties of the sys-
tem. In this particular parametrization> one considered
Eq. (4.1) (with '=MV?), defined on a continuum space
of vectors r, and makes the following rescalings:

_ L]
Y= (b /u)i’? (5.10a)
_ . Mb?
'r-—t————-—szTK , (5.10b)
_ r
X—W . (5.10¢)

In terms of the rescaled variables ¢, 7, and x, the equa-
tion simply reads

%‘tﬁ=%v2(—¢+¢3—v2¢)+v’e§,

where the noise variable £ satisfies

(5.11)

(E(x,)EX,t"))=—V28(x—x")8(t—1') (5.12)
and the parameter € is given by
bd/2 2 _
€ ”Km =x6/272 (5.13)

Equations (5.11) and (5.12) contain only one parameter
and seem to imply that systems with different 6 and y
should have the same properties if € is kept constant.
This contradiction is resolved by noticing that Eq. (5.11)
and (5.12) are defined on a continuum space for the vec-
tors x instead of a lattice as the model used in previous
sections. However, the numerical solution of Egs. (5.11)
and (5.12) is achieved by replacing the Laplacian opera-
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tor by a discretized (i.e., lattice defined) operator as

VA(x)—(Ax) Vi =(Ax) T2 3 (9 —;) . (5.14)

We see that when (5.14) is inserted in Eq. (5.11) the re-
sulting equation is equivalent to the lattice Eq. (5.3) with
a different constant K, i.e., K —K /(Ax)®. By comparing
the different terms in the lattice Eq. (5.3) and the discre-
tized version of the continuum equation (with a normal-
ized coupling K) it is possible to make a direct compar-
ison between the parameters of both models. The rela-
tion is

0=(Ax)?,
x=e(Ax)* 9.

(5.15a)
(5.15b)

Available simulations of the two-dimensional Langevin
equation typically?} use values of Ax around 1 and small
(~0.1) values for e. We have plotted in Fig. 8 the loca-
tion of some of these simulations to show that they fall
closer to the displacive limit than to the Ising limit. It is
clear, then, that the methods developed in this paper can
be used to determine equilibrium properties relevant in
those studies of phase separation.

VI. CONCLUSIONS

We have studied the ¢* model defined on a square lat-
tice and, by using the heat-bath Monte Carlo algorithm
(implemented with a rejection technique), we have gen-
erated equilibrium configurations of the model. Ensem-
ble averages over these equilibrium configurations are
combined with an extrapolation technique. This allows
us to generate essentially continuous curves for the mea-
sured magnitudes of interest: energy, magnetization,
specific heat, susceptibility, and others. The method is
particularly useful in the vicinity of the critical region.
By studying the finite-size scaling behavior of the specific
heat and the susceptibility, we have been able to deter-
mine some values belonging to the line of critical points
in the parameter space that separate ordered from disor-
dered phases, thus effectively mapping out the phase dia-
gram of the model. The method used in this paper can be
used if the parameter 0 satisfies 0 <2d, i.e., for systems
between the so-called border model (0=2d) and the
displacive limit (6=0). This range of parameters is
shown to be the relevant one for some previous studies of
spinodal decomposition. Further studies will include
three-dimensional systems and spin glasses.
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