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We present results from a numerical study of the Cahn-Hilliard model for spinodal decomposi-
tion in a three-dimensional system. Details of the numerical integration method and the late-time
field configurations are discussed. We find that the late-time behavior of the system is well de-
scribed in terms of scaling with a characteristic length, R (7). The data for both the pair-correlation
function and the structure function show scaling behavior at sufficiently late times. The time depen-
dence of R (?) is analyzed extensively and found to be consistent with a modified Lifshitz-Slyozov

law;i.e., R (t)=c +dt!/.

I. INTRODUCTION

The phenomenon of spinodal decomposition corre-
sponding to a small-amplitude, long-wavelength instabili-
ty appears in many binary mixtures following a quench
deep inside the coexistence curve. At later times, the
small inhomogeneities in the order parameter evolve into
macroscopic domains of one or the other phase, and an
interconnected structure is formed. The theoretical un-
derstanding of this process of phase separation,! is based
mainly on the Cahn-Hilliard-Cook (CHC)? formulation.
Analytical studies of this field-theoretic model have been
reasonably successful in describing the early-time regime
of the phase-separation process® > but, due to their ap-
proximate nature, they are not as useful in the so-called
late stages. This late-time regime is characterized by the
coarsening of domains separated by interfaces whose
thickness is proportional to the equilibrium correlation
length. Also, the well-known Lifshitz-Slyozov® theory
and its later extensions,’”® which all assume a small
volume fraction of one of the two phases, are not strictly
applicable to the case of a critical quench. It seems then
that numerical simulation would play a useful role, at
least for the present time, in our ability to understand
and to predict the late-time behavior of such a complicat-
ed system. Numerical simulations traditionally have
focussed mainly on discrete models>!® (Ising type) with a
microscopic dynamics of spin exchange (Kawasaki dy-
namics) which conserves the order parameter. The CHC
model can be “derived” from this kinetic Ising model,
but the derivation involves several approximations which,
while plausible, have not yet been rigorously justified.
Indeed, recent studies!! ~!3 have predicted that the CHC
and Ising models belong to different universality classes.
Numerical studies, however, of both the Ising model'®!*
and the CHC model in two dimensions'®> !¢ (and an alter-
native cell-dynamics version!”!8 of the CHC model) have
suggested that the time-dependent behavior of the
characteristic size of the domains (as characterized by a
power-law behavior in time) and the scaling function de-
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rived from the pair-correlation function are the same
within the numerical accuracy of the studies.!® In three
dimensions the only numerical results available so far are
those from earlier pioneering Monte Carlo simulations of
Kawasaki dynamics in the Ising model.’ In this paper we
report results obtained from a numerical integration of
the CHC model. It turns out that the numerical simula-
tion of this model is very demanding in terms of comput-
er resources (both central-processing-unit time and cen-
tral memory) which makes a totally definitive solution of
this problem inaccessible. However, useful new results
have been obtained using a Cray X-MP48 and have been
reported by us in a recent short paper.”’ Here we present
the details of this work including more extensive analysis
of the data than presented in the short paper. The out-
line of the paper is as follows: In Sec. Il we introduce
the model and the numerical methods used in the integra-
tion of the equations. In Sec. III we present the results
for the morphology and the profile of the interfaces of the
system, the scaling with time of the pair-correlation func-
tion, the structure factor, and the time dependence of a
characteristic length. Section IV presents the main con-
clusions of our study.

II. MODEL AND NUMERICAL METHODS

The theory developed by Cahn, Hilliard, and Cook? for
the spinodal decomposition mechanism for phase-
separation processes relates the time variation of the con-
served concentration field ¢(x,7) to the functional deriva-
tive of a (coarse-grained) free-energy functional plus a
thermal noise in the following way:

3d(x,7) _ . 2 OF
or My 8¢

The functional F[¢] for binary alloy systems is usually
assumed to have the Ginsburg-Landau form:

+n(x,7) . (1)

F=1 [ dx |KIVgP—b¢>+¢* |, b))
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where M is the mobility (assumed to be a constant) and 7,
u, and K are phenomenological positive parameters. The
thermal noise 7(x,7) is a Gaussian random variable
satisfying the fluctuating dissipation theorem

(n(x, (X', 7)) = =2k TMV*8(x—x')8(7—71') , (3)

where { -+ ) denotes an ensemble average. Equations
(1)—(3) define what is known as model B in the terminolo-
gy of critical phenomena.?! The resulting equation of
motion obtained after substituting Eq. (2) into Eq. (1) is

%:5—=MV2(—b¢+u¢3—KV2¢)+n . (4)

Following Grant et al.,® this equation can be written in a
much simpler fashion by suitable rescaling of the field by
its mean-field correlation value, the distances by the
mean-field correlation length and time by the time taken
to diffuse one correlation length, i.e.,

rz?l::/b , (5a)

=K (50

1/}=—‘/% . (SC)
u

The resulting dimensionless equation is
J
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%’tﬁ=%v2(—v2¢—¢+¢3)+\/2v, (6)

with €=(kpTu/b*)(b/K)*/?, and the new Gaussian
noise v(r,?) satisfies .

(v(r,t)v(vr’,t'))—:——V28(r-—r’)8(t—t’) . (7)

At low temperatures, the role of the noise term is thought
to be very small and does not affect the late stages of the
evolution, as pointed out in the studies of the two-
dimensional version of the model.!>!® In this regime (low
temperature and late stages) the effect of the noise is sim-
ply a roughening of the interfaces which is believed not to
affect either the growth law of the typical domain size or
the form of the scaling function. Equation (4), without
the presence of the noise term, is known as the Cahn-
Hilliard equation® and it is the object of study of this pa-
per.

Numerically solving Eq. (6) in three dimensions is a
very demanding task, even in the absence of the noise
term. Here a finite difference scheme for both the spatial
and temporal derivatives has been used. The spatial
discretization is achieved by replacing the continuous
space of position vectors r=(x,y,z) by a simple cubic lat-
tice with N =L3 sites and lattice spacing &r (periodic
boundary conditions are assumed in order to avoid sur-
face effects). The Laplacian operator is then approximat-
ed by the expression

V2f(x,9,2)=8r " f(x +8r,p,2)+ f (x —8r,y,2)+ f (x,y +6r,z) 4
+f(x,y —8r,z)+f(x,y,z +8r)+ f(x,y,z —6r)—6f(x,y,2)], ' (8)

which is accurate to order 672. We integrate numerically
Eq. (6) without the noise term by using a first order Euler
scheme:

Y(r, ¢t +alt)=zp(r,z)Jra't%‘té . 9)
In order to carry out the calculations within a reason-
able amount of computer time one would like to choose a
large time step and a moderately large system size. How-
ever, the discretized version of Eq. (6) (considered as a
coupled map) develops a subharmonic bifurcation kind of
instability for large time steps. A linear stability
analysis!® shows that this bifurcation can be avoided by
choosing the parameters dt and &7 such that the follow-
ing inequality is satisfied (in three dimensions):

P
36—36r2

This simple criterion turns out to be a necessary but not
sufficient condition for the stability of the numerical in-
tegration. We have chosen in our simulation 6r =1.7
and dt =0.1. This value of dt is more than three times
small than the ‘“safe” value of dt predicted by Eq. (10).
We have studied the effect of reducing the value of the
time step dt with the conclusion that, even though partic-
ular numerical values of the field variable (mainly along

dt (10)

[
the interfaces) might depend on the choice of dt, smaller
values of dt do not change quantities that express a global
behavior, such as the structure function, the pair correla-
tion function, or the typical domain size. Using dtr =0.01
for example, produces a change in the domain size less
than 0.1%, which is well within our statistical errors.

We have considered a simple cubic lattic with N =L3
points with L =66, which is equivalent to saying that the
linear dimension of the system (in the dimensionless units
described before) is 666r =~112. We choose the initial
field configurations to be uniformly distributed between
—0.125 and 0.125, with order parameter equal to zero
(i.e., a critical quench). In order to average over to initial
random configurations we have performed 46 runs out to
t =10000 and 25 runs out to t =20000. By comparing
the domain sizes at the latest time we conclude that we
are at a considerably later stage of evolution than previ-
ous Monte Carlo results,’ although the comparison is
subtle as discussed later. As well, our system size is
larger than that used in the Monte Carlo studies.

II1. RESULTS

A. Late-time field configurations

The characteristic interconnected structure of a system
at a late stage of spinodal decomposition is clearly visible
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FIG. 1. Snapshot of the system configuration at ¢ =20 000.
The region with a positive value for the concentration field is in-
dicated opaque, while the region with a negative value is trans-
parent. The spanning structure characteristic of spinodal
decomposition is clearly visible.

in Fig. 1. In this figure positive (negative) values of the
field ¢ are presented by opaque (transparent) points. We
note that both phases form complementary spanning
structures, which is similar to that observed in experi-
ments on binary systems.??

The probability distribution for the field ¥(r,t) is plot-
ted in Fig. 2 for two late times during the evolution. We
note that the distribution is very sharply peaked around
the equilibrium values of v, i.e, —1 and +1. This indi-
cates that the field is in local equilibrium spatially except
at the interfaces. The probability distribution function
P(3(r,1)) contains information about the interfaces.”> A
simple heuristic argument allows us to relate P(3(r,?)) to
the interface profile: Across the interface one can ap-
proximately replace P(i)d simply by R (t)”'dr, where
R (1) is a typical measure of the domain size, so that

F(y)= ff‘l”P(gb)d,p—%:L [

dr—1 . (11
R (t) Y —[rR(1/2] r—z. (11

Thus, one finds

Wr)=f "Ur/R(1)) .

In Fig. 3 we plot the interface profile for two late times
derived by the method explained earlier, using for R (#)
the first zero of the pair correlation function (see Sec.
IIIC) together with the asymptotic profile ()
= tanh(r /V'2). It seems that the interface profile is
essentially independent of time and well approximated by
the hyperbolic tangent fit. We also note that the width of
the interface is of the order of 1.0 and thus is about 4%
of the maximum domain size. Since this number is small,
we believe that the system studied here is in an advanced
stage of the evolution process.
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FIG. 2. Probability distribution P(¢(r,t)) at two advanced
times during the system evolution. Note that the distribution
for both times is sharply peaked around the equilibrium values
for the field, +1and —1.

B. Scaling

The late stages of the dynamical process can be de-
scribed in terms of an asymptotic scaling with a time-
dependent length.*2%25 The fundamental assumption is
that in the asymptotic scaling regime only one length,
R (t), is relevant. This length, R (#), represents the
characteristic size of the one-phase domains. Dynamical
scaling has been traditionally analyzed in terms of the
structure function, S (k,):

S(k,t):<-]l\—, 2ze"""w(rﬂ'w(r')-<¢>2]> ,  (12)

where the sums run over the lattice and k=(27/L&r)u
belong to the first Brillouin zone in the reciprocal space,

B= s sy s s oy i, =0, 1, .o, L — 1.

More recently, though, scaling has also been studied with
the pair-correlation function, G (r,t):

G(r,)= 3 e*S(k,1), (13)
k

y(r)

FIG. 3. Interface profile derived from an integration of the
probability distribution P(4(r,#)) in Fig. 1 according to Egq.
(11). The curves for t =10000 and ¢ =20000 actually fall on
top of each other indicating that the interfaces have probably
the equilibrium shape by t =10000. The solid line is the planar
interface equilibrium soliton solution ¥(#)= tanh(r /V'2).
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even though this function has the disadvantage that it is  and
not experimentally observable. The dynamical scaling d

S(k,t)=R (t)°F(kR (1)) , (15)

hypothesis states that

G(r,t)=g(r/R (1)) (14) where both g(p) and F (x) are time-dependent functions.

1. Pair correlation function

We have performed a spherical average of the pair-correlation function

G(rt)= (16)

G(x,t)/ 1
—r(Ar/2)<|r| S r+(Ar/2) r—(Ar/2)<|r| < r+(Ar/2)

For a given large r, the sums in this equation contain a large number of points (of the order of 47r2Ar) and (if Ar is not
too small) the corresponding G (r,¢) is a smooth and well behaved function of r and ¢ with small statistical errors. How-
ever, this procedure has the disadvantage that a simple point r represents an average over a spherical shell of width Ar,
introducing an uncertainty in the coordinate R of the order of Ar /2. We also studied the correlation function averaged

along the lattice axes, i.e., N

G,(x,t)=1[G(r=(x,0,0),t)+G(r=(0,x,0),t)+ G(r=(0,0,x),2)] . (17)

The domain morphology for the conserved order pa-
rameter produces a damped oscillatory behavior in both
G (r,t)-and G,(x,t). This allows one to give a quantita-
tive measure of the domain size as the location of the first
zero of the correlation function.’® The length R,(t)
(R,(t)) was calculated fitting the four points in
G (r,t)(G,(x,1)) closest to its first zero (of which two fall
on each side of its first zero) to a cubic polynomial of r
(x) and defining R,(#) (R,(#)) as the value of r (x) where
this fitted function vanishes.

Fig. 4 shows the scaling behavior of G (r,7) with R, (¢)
as the scaling length. The scaling hypothesis seems to be
extremely well satisfied, over the whole range of values of
r, particularly at late time. On the other hand, a detailed
analysis of the first minimum of G (7,¢) shows that the po-
sition of this minimum does not change with time but

G(r,t)

020 0.5 1.0 1.5 2.0 2.5 3.0 3.5

/Ry (t)

FIG. 4. Spherically averaged pair correlation function as a
function of r/R,(t) to check scaling ansatz Eq. (14). R,(?) is
defined such that this plot goes through the point (1,0). Here,
and in subsequent figures, the width Ar, used in the spherical
average [see Eq. (16)] is taken equal to 8 =1.7. Scaling holds
reasonably well after £ =5000 although the position of the first
minimum decreases systematically at least up to ¢t =15000 (see
Fig. 5).

[

that the value of the minimum decreases systematically,
at least up to t =15000, see Fig. 5. Also, the value of the
scaling function g (z) in Fig. 4 at the origin is increasing
slowly with time. - For z =0 the value of this function is
equal to the equilibrium value of the pair-correlation
function at » =0, which is given by the second moment of
the field distribution

g(0)=G(0,0)=yXt=w), (18)

where .. denotes an average over the lattice. The equi-
librium configuration for the field consists of two phases
with values for the field ¥~ +1,—1, deep inside every
one of the phases, respectively. These phases will be
separated by two planar interfaces (due to the periodic
boundary conditions) in the direction of, say, the y axis.
The profile of the interface along the y axis will be given
(this is only approximately true in a finite system) by the
well-known soliton solution

o
V2

y¥(y)= tanh

0.05 —

0.00
~~
-
X -0.05
@)
0.10
0.15 L J
1.0 1.5 2.0
/R, (1)

FIG. 5. Details of Fig. 4 near the first minimum of the scal-
ing function.
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In a cubic box of linear dimension L &7 one then has
Ldr

: _
J L, Py =1-"15%, (19)
4

_ 2
g(0) Lor

to first order in 1/L8r. In our case L&r =112 and then
g(0)=0.95. The value for g(0) at the latest time ob-
tained in our numerical solution is g (0)=0.88, which is
close but not equal to the asymptotic value. That indi-
cates that for very small values of the scaling variable p,
the curve in Fig. 4 is not quite yet the true scaling func-
tion. Scaling cannot be checked for arbitrary large values
of the scaling variable p due to the finiteness of the sys-
tem. The periodic boundary conditions impose a max-
imum distance on the lattice equal to L&7 /2=56. When
t =20000, Rg(t)=26.4 and the maximum value of the
scaling variable p for which we can study scaling at this
late time is then p=26.4/56=2.12. We are, however, in-
cluding in Fig. 4 data up to p=3.5 in order to show that
scaling is very well satisfied for large values of p at rela-
tively earlier times.

One can also define a normalized pair-correlation func-
tion

G (rt)
Gnln="G10,0)
which starts at unity for » =0. This would be also a more
convenient function to compare with Monte Carlo simu-
lations of the Ising model data in which G(0,¢t)=1. The
scaling function g,(p) derived from G,(r,t) plotted in
Fig. 6.

We also concentrated on the correlation function
G,(x,t) defined in Eq. (17), mainly because there is no un-
certainty in the coordinate x for this function in contrast
to the case of G(r,¢). We show the scaling of G,(x,t) by
plotting this function against p=x /R, (¢) in Fig. 7. It is
not surprising that there are large error bars associated
with G,(x,t) for large values of x since when x is larger
than R,(z) (which corresponds roughly to the linear size
of the domains) the value of the correlation function is
small and fluctuates wildly. Unless there are a large num-
ber of pairs contributing to the correlation function, the
statistical errors become important and are actually com-

G,(r,t)

. i | |
0%0 05 10 15 20 25 30 35

1/R,(t)

FIG. 6. Same as Fig. 4 for the “normalized” pair-correlation
function G,(r,t)=G(r,t)/G(0,t). Note that now the first
minimum is slightly increasing with time.
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FIG. 7. Plot of the pair-correlation function averaged along
the lattice axes vs x /R,(t) to check scaling ansatz Eq. (14) and
possible anisotropy in the scaling functions. R,(¢) is defined
such that this plot goes through the point (1,0). The dispersion
of values for large values of the abscissa is discussed in the text.

parable to the value of the function itself. We note that
for large values of x, the number of pairs contributing to
G,(x,t) is much smaller than the corresponding number
contributing to G(7,¢), and, hence, G,(x,?) shows much
larger errors than G(r,t) for these large values of x.
However, when x S R,(?), the correlations are computed
for pairs mainly inside bulk domains and the fluctuations
in the values of the correlation function are small. Thus,
the length R,(¢) calculated from the first zero of G,(x,?)
contains small errors, since G,(x,¢) itself contains small
error bars in this range of x values, as evident in Fig. 7.
From this figure we conclude that very good scaling
holds at least for ¢t =>10000 and values of x SR,(¢),
whereas large error bars prevent us from commenting
about scaling for larger values of x /R, (¢).

2. Structure function

As in the case of the correlation function, we define a
spherically averaged structure factor

S(k,t)= S(k,t)/n(k,Ak) , (20)
k —(Ak/2)< k| <k +(Ak/2)
where,
n(k,AK)= S 1. @1

k —(Ak/2)<|k| <k +(Ak/2)

The quantity defined in Eq. (21) denotes the number of
lattice points in a spherical shell of width Ak, centered
around k. In Fig. 8 we show the “raw” data for S(k,¢)
[with Ak =1(27/L&6r)=0.056] for early and intermedi-
ate times during the evolution. The development of a
Bragg peak related to the coarsening of the domains is
qualitatively similar to that observed in previous Monte
Carlo simulations of the Ising model’ and experimental
studies of several alloy systems.! Figure 9 shows the cor-
responding data for intermediate to late times. One
should note that it is practically impossible to show the
two sets of figures in the same scale since the peak height
in Fig. 9 is about an order of magnitude larger than that
shown in Fig. 8. Also, it is very difficult to locate precise-
ly the position of the peak for very late times due to the
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1.0

FIG. 8. Spherical average of the structure function, Eq. (12),
as defined in Eq. (20) with a value for the width for the spherical
average Ak =21 /L&r =0.056, for early to intermediate times.

finiteness of the lattice used in the study. One could in-
crease the number of points around the peak by decreas-
ing the shell width Ak used in the spherical average, but
the statistical errors in the values of S(k,t) are then
much larger. We discuss this fact in more detail when
analyzing the scaling for the structure function.

The scaling ansatz, Eq. (14) can be tested by plotting
S (k,t)/R (t)* vs Y=KkR (t) and checking whether the re-
sulting functions are independent of time. In Figs. 10
and 11 we show such a plot for late times, using R,(?) as
the scaling length. It is clear from the latter figure that
dynamical scaling is well satisfied for relatively large
values of the scaling variable ¥, say yY =4.0. On the other
hand, for small values of y the lattice discretization does
not leave us with enough points to make a conclusive
statement about scaling. However, we believe that the
asymptotic scaling function will not be significantly
different from that shown in Fig. 10. In order to clarify
this point we have used a smaller value of

2T

Ak =0.25 Lo

=0.01,

and plotted the resulting scaling function in Fig. 12.

15000 —

0000

Sk,t) _

5000

0.0 . . 0.3 0.4 0.5

FIG. 9. Same as Fig. 8 for intermediate to late times. Due to
the fact that the lattice imposes a discretization in the first Bril-
louin zone where the wave vectors k are defined, it is very
difficult to locate precisely the maximum of this function for
these times.
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+t=11000
X 1=12000
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© 1=14000
“ w 0 1=15000
& © 1=16000
= 05 4 t=17000
& » =18000
A
177} + t=19000
4 1=20000

5
kR,

FIG. 10. Spherically averaged structure function S (k,?) plot-
ted to check scaling ansatz Eq. (15) using as scaling length the
first zero of the spherically averaged pair-correlation function.
An accurate form of the scaling function for small values of the

scaling variable cannot be determined precisely due to the finite-
ness of the lattice used in the numerical study.

When yx = 3.5, the scaling function is independent of the
shell width. For small values of y, however, there is a
systematic difference between the two functions. It seems
plausible that the scaling function with smaller value of
Ak represents a better approximation to the “true” scal-
ing function, although the data contain larger error bars
and, thus, do not allow us to make a more definitive state-
ment.

We note that it is difficult to perform a quench at ex-
actly the critical concentration in real materials, due in
part to the fact that for many mixtures the coexistence
curve is not well known or is asymmetric. Numerical
studies have provided, until now, the only unquestionable
critical quenches. We have compared the scaling func-
tion with previous Monte Carlo data as well as some oth-
er theoretical and phenomenological results. There ap-
pears to be systematic differences as follows: the scaling
functions computed in this study are narrower around
the maximum than that observed in the Monte Carlo
study.® Although it is difficult to compare time scales of
the two different models, due to the inherent coarse-
grained nature of the CHC model, we believe that the lat-
est time of evolution studied in the Monte Carlo simula-

x10-3
3

+ t=11000
* 1=12000
" X t=13000
£ 3 0 t=14000
2 0 t=15000
o © t=16000
& t=17000
% u t=18000
* t=19000
b 4 t=20000

FIG. 11. Details of Fig. 10: For the large values of the scal-
ing variable plotted here we can determine very precisely the
predicted form of the scaling function.
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tions for the “deep” critical quenches (less than 2000
Monte Carlo steps) is simply too small to be in the scaling
regime (this is also supported by the fact that in two di-
mensions!® one needs to run for at least 40000 Monte
Carlo steps to enter the scaling regime). We have suit-
ably rescaled the axes in Fig. 12 such that the peak is lo-
cated at coordinates (1,1) in order to compare with the
phenomenological expression for the scaling function in-
troduced by Furukawa.?> We find that this form does not
agree with our data. Also, the scaling function predicted
in a recent field-theoretical low temperature expansion'?
is not consistent with our scaling function.

3. Growth law

Apart from the previously defined lengths, R,(¢) and
R,(1), a measure of the typical domain size can be defined
as the inverse of the moment k,(¢) of the spherically
averaged structure function

ka(t)=§kS(k,t)/25(k,t>. (22)
k k

The characteristic length scale R (¢) given by any of the
preceding measures, is expected to behave as t° for
sufficiently late time ¢. The classical theory of Lifshitz
and Slyozov,6 valid only in the limit where the volume
fraction occupied by droplets goes to zero, i.e., near the
coexistence curve in the nucleation regime, predicts @ =1
independent of the dimension. The Lifshitz-Slyozov
theory, based on a mechanism of evolution governed by
bulk diffusion across the interfaces, has been qualitatively
extended?® to the case of equal volume fraction of the two
phases with the prediction a =1. On the other hand, a
recent theoretical study of the dynamics'>!® (combined
with numerical simulations) predicts @ =1 for a critical
quench in two and three dimensions. For two-
dimensional systems, recent numerical studies of the

1.2 —
+ 1=10000

SC,H/R,
o
(=}
T

04
LE 3
02}~ # ;
/- v
0.0 la™ | 1 ] *. i e e 1 1 J
P01 2 3 4 5 6 7 8 9 1o
kR

FIG. 12. Scaling function as derived from the spherically
averaged structure function wusing a bin size Ak
=0.25(2m/L&r)=0.014 [see Eq. (20)] for ¢+=10000 and ¢
=20000. The solid symbols represent the points plotted in Fig.
10. We see that for small values of the scaling variable kR,(?),
there are some systematic differences. When kR, (2)> 3.5, how-
ever, both curves coincide.
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FIG. 13. Domain size as given by the inverse of the first mo-
ment of the spherically averaged structure function [see Eq.
(22)] as a function of ¢'/? and 2.5¢174.

Cahn-Hilliard equation with and without thermal
noise,'> 16 the kinetic Ising model with Kawasaki dynam-
ics'” and a cell dynamics approach,'!® all yield a =1
and show that these models actually belong to the same
dynamical universality class.!® In three dimensions the
situation is not clear. Experiments in various systems
have been analyzed in terms of effective exponents a
which lie in the range 0,15-0.37.12" In the Monte Carlo
studies of the kinetic Ising model in three dimensions,’
the authors interpreted their results for the domain size
in terms of an effective exponent in the range 0.19-0.35,
the smaller exponents corresponding to the critical
quenches, although the authors claimed that the data are
always compatible with @ = 1.

Figures 13—15 show different measures of the charac-
teristic length plotted against ¢!/® and ¢!/, Although it
is, of course, difficult to distinguish between exponents +
and ; since their difference is small, the presented figures
show that R (¢)=c +dt!/? is a slightly better global fit
than R (t)=c +dt!/*. This visual demonstration is not,
certainly, the best way of extracting a growth law ex-

30T
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0 M P R
0 10 20 30

2.5 14 ¢

FIG. 14. Same as Fig. 13 for the domain size R, (t) defined as
the first zero of the spherically averaged pair-correlation func-
tion.
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FIG. 15. Same as Fig. 13 for the domain size R,(¢) defined as
the first zero of the pair-correlation function averaged along the
lattice axes.

ponent. If the predictions of the different theories were a
mere R (¢t)=dt? then a log-log plot of R (¢) vs ¢t would
have been sufficient to determine a. In any theory,
though, the prediction R (¢)=t° is only an asymptotic re-
sult, allegedly valid only for very late times. The main
problem is that, usually, the corrections to this asymptot-
ic law are not well known, nor are their relative (numeri-
cal) importances well established. An argument due to
Huse?® identifies the predominant correction to the main
mechanism in the Lifshitz-Slyozov theory as the effect of
transport along the interfaces (a similar idea was pro-
posed earlier by Furukawa?®) and provides a semiquanti-
tative expression for the correction term (in the asymp-
totic limit) as an additive constant to the simple power
law, i.e, R (t)=c +dt'/3. Although the original calcula-
tion of Huse was done for the Ising model, the argument
is probably applicable to the Cahn-Hilliard model we are
discussing here. We have tried to find the best fit of our
data to the more general expression R (t)=c +dt° This
three-parameter fit is an extremely difficult task. The
values of the fitted parameters depend on the time inter-
val chosen for the fitting procedure. This is particularly
true for the measure Rg(t). Also, if the time interval is
not large enough, one can encounter unphysical values

0.35 -

0.30 |-

A1)
a

0.25 -

0.2 I

| | |
.00 0.05 0.10 0.15 0.20 0.25

1/R.(t)

FIG. 16. Effective exponent a'2(¢) as defined in Eq. (24) for
the measure R,(?) of the domain size.
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A (1)
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] 1
0.10 0.15
1/R,(t)

FIG. 17. Effective exponent a'X(¢) as defined in Eq. (24) for
the measure R, (¢) of the domain size. Note the wild fluctua-
tions in the value of the effective exponent.

0'28.00 0.65

for the parameters. We have found the best fit for
50=¢=20000 for R,(¢) to be ¢=0.54, d=1.14, and
a =0.32+0.02. For R,(t) and k,(t)”", the best fits over
the same time interval are c¢=1.36, d=0.94,
a =0.337+£0.008, and ¢=0.44, d=0.27, and
a =0.351+0.03, respectively. The errors are based purely
on the statistical errors of the different lengths, without
taking into account the possible inherent systematic er-
rors in R, (¢) and k ()7L

Another equivalent yet illuminating way of extracting
a growth law exponent is to define an effective ex-
ponent?%?;

d 1nR (t) —g—_Ca
d Int R(@)’

such that a plot of a.4 versus 1/R(¢) should give a
straight line whose intersection at the origin is the ex-
ponent a. This logarithmic derivative is done in practice
by using

(23)

aeﬂ'(t)=

_ log,R (at)

(a)
S O= T 24)

Typical values for a used by previous authors are a=2
Ref. 10 and a=10.2% Figures 16 and 17 show the

0.35 -

| | |
-23.00 0.05 0.10 0.15 0.20 0.25
1/R,(1)

FIG. 18. Effective exponent a'¥’(¢) as defined in Eq. (24) for
the measure R,(7) of the domain size. The ordinate of the
straight-line fit at the origin is @ =0.335.
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effective exponent when a=2, for measures R,(z) and
R, (1), respectively. The wild fluctuations in the value of
the effective exponent calculated from R,(¢) [as com-
pared with that from R,(?)] indicate that R,(t) is less
well behaved than R,(z). Although the data are very
noisy it seems that the effective exponent is always above
1 with the general tendency that a.g(z) increases with
time. We also present the effective exponent for R,(?) us-
ing a=10 in Fig. 18. The extrapolation to the origin

gives a =0.33510.010.

IV. CONCLUSIONS

In this paper we have studied numerically a complicat-
ed stochastic nonlinear partial differential equation ap-
propriate for modeling the dynamics of phase separation
and pattern formation in a variety of systems undergoing
the process of spinodal decomposition. An accurate solu-
tion of this equation requires the introduction of a space
discretization with a very large number of lattice points
and a relatively small time step. Also, in order to confirm
theoretical ansatzs concerning the scaling behavior of the
system, it is necessary to solve the equation up to a very
late time. Finally, the stochastic nature of the equation
(implemented here by the use of different random initial
configurations for the concentration field) requires an
average over many realizations. This problem thus be-
longs to the category of those needing an extensive use of
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the resources (both memory and CPU) of powerful super-
computers. The present study used about 300 h of Cray
model X-MP-48 central-processing-unit time.

In this study we have focused on late-time behavior for
a reasonably large system. We find that, at sufficiently
late times, the scattering intensity and the pair-
correlation functions are well represented in terms of
scaling with a time-dependent length. Our analysis of the
time dependence of this characteristic length supports a
modified Lifshitz-Slyozov law in which the asymptotic
growth law exponent is +. However, a definitive numeri-
cal calculation of this controversial exponent would re-
quire data spanning much larger times. Also, the exact
form for the scaled structure function around the max-
imum can only be attained in studies involving much
larger systems.
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